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The Effect of Determining
Topography Parameters
on Analyzing Elastic Contact
Between Isotropic Rough
Surfaces
The elastic contact between two computer generated isotropic rough surfaces is studied.
First the surface topography parameters including the asperity density, mean summit ra-
dius, and standard deviation of asperity heights of the equivalent rough surface are deter-
mined using an 8-nearest neighbor summit identification scheme. Second, many cross
sections of the equivalent rough surface are traced and their individual topography
parameters are determined from their corresponding spectral moments. The topography
parameters are also obtained from the average spectral moments of all cross sections.
The asperity density is found to be the main difference between the summit identification
scheme and the spectral moments method. The contact parameters such as the number of
contacting asperities, real area of contact, and contact load for any given separation
between the equivalent rough surface and a rigid flat are calculated by summing the con-
tributions of all the contacting asperities using the summit identification model. These
contact parameters are also obtained with the Greenwood-Williamson (GW) model using
the topography parameters from each individual cross section and from the average
spectral moments of all cross sections. Three different surfaces and three different sam-
pling intervals were used to study how the method to determine topography parameters
affects the resulting contact parameters. The contact parameters are found to vary signifi-
cantly based on the method used to determine the topography parameters, and as a func-
tion of the autocorrelation length of the surface, as well as the sampling interval. Using a
summit identification model or the GW model based on topography parameters obtained
from a summit identification scheme is perhaps the most reliable approach.
[DOI: 10.1115/1.4007760]

1 Introduction

Multiasperity elastic, elastic-plastic, and plastic contact models
are used to predict contact parameters such as the real area of
contact, normal load, and electrical conductivity as a function of
the separation between contacting rough surfaces. Perhaps the
most widely used multiasperity elastic contact model is the
Greenwood-Williamson (GW) model [1]. The GW model consid-
ers an idealized isotropic three-dimensional (3D) rough surface
with noninteracting (no bulk deformation) spherical asperity sum-
mits of constant radius, and with a Gaussian distribution of asper-
ity heights. Since for isotropic rough surfaces the topography
parameters are identical for all two-dimensional (2D) cross sec-
tions (traces) of this surface, the surface topography can be repre-
sented by any cross section of that surface. However, when
characterizing an actual isotropic rough surface experimentally, or
when analyzing a numerically generated isotropic rough surface,
one finds that the topography parameters depend on the cross sec-
tion from which they are derived. Hence, an ideal surface as the
one used by GW may not exist. Although the original GW model
has been successively improved by relaxing some of its simplify-
ing assumptions [2–9], and entirely new theories have been devel-
oped [10,11], many researchers still apply the original GW model
to simulate elastic contact of 3D isotropic rough surfaces [12–21].

The surface topography parameters of a rough surface are
oftentimes calculated using the spectral moments approach
described by McCool [12,14]. This method uses a single arbitrary
2D cross section of an isotropic rough surface to determine the as-
perity density g, mean summit radius q, and standard deviation of
asperity heights rs of the entire 3D rough surface, see for instance
[8,16,17,20,22,23]. Several authors have also used average values
of the spectral moments obtained from a finite number of cross
sections of the 3D surface to calculate the topography parameters;
for example in [13,18,21,24,25]. Another method to determine the
surface topography parameters is based on individually identify-
ing the asperities [26–28]. The summits of the rough surface are
identified as local maxima [26], and the topography parameters
are calculated directly from these summits [8,27,28], as opposed
to relying on statistical methods. Different N-nearest neighbor
identification schemes can be used to identify local maxima, such
as the 8-nearest neighbor [28–30] and the 4-nearest neighbor
[28,29,31,32] schemes. The 8-nearest neighbor scheme seems to
be the most accurate one [33].

Many authors continue to use the GW model to analyze the
elastic contact of realistic 3D isotropic rough surfaces; hence im-
plicitly assuming that the topography parameters of these rough
surfaces are uniquely defined by a single arbitrary 2D cross sec-
tion. However, as will be shown in this paper, significant differen-
ces may exist when calculating contact parameters using the GW
model, depending on the method used to determine the surface to-
pography parameters. No publications seem to exist in the open
literature that evaluate the relative differences between the contact
parameters obtained with the GW model for elastic contact of
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actual 3D isotropic rough surfaces, as a function of the method
used to determine the topography parameters. This paper attempts
to fill this gap and aims to provide an in-depth quantitative analysis
of the different results obtained when calculating the relationship
between the number of contacting asperities, the separation, the
real area of contact, and the normal load, using different methods to
determine the asperity density g, summit radius q, and standard
deviation of asperity heights rs of the surfaces under analysis.

2 Methodology

Isotropic 3D rough surfaces with Gaussian distribution of asper-
ity heights are numerically generated using the method described
by Wu [34]. The topography parameters of the equivalent rough
surface [3,14] of two contacting rough surfaces are then deter-
mined using the spectral moments method described by McCool
[12,14] and a summit identification method [26–28]. Second, the
equivalent rough surface is placed in contact with a rigid flat, and
the relationship between the number of contacting asperities, real
area of contact, normal load, and separation is computed with the
GW model using the topography parameters obtained from the
different methods indicated above, and with a summit identifica-
tion (SID) model.

2.1 Numerically Generated Rough Surfaces. Isotropic
rough surfaces consisting of 512 by 512 data points were gener-
ated with a sampling interval of dx¼ dy¼ 1 lm in both x and y
direction. Sections of 256 by 256 points of three different types of
these rough surfaces are shown in Fig. 1. Three different types of
surfaces were generated with an exponential autocorrelation function
with autocorrelation length of b*¼ 10lm [surface 1, Fig. 1(a)],
20 lm [surface 2, Fig. 1(b)], and 50 lm [surface 3, Fig. 1(c)], respec-
tively. The surfaces are made of steel with a Young’s modulus
E¼ 210 GPa, hardness H¼ 1.96 GPa, and a Poisson’s ratio
�¼ 0.3. The Str parameter is used to describe the level of isotropy
of a rough surface, which is defined as the ratio of the shortest and
longest decay length of the two-dimensional autocorrelation func-
tion of that surface to a specified limit (s¼ 0.2) [35,36]. A ratio of
1 (Str¼ 1) indicates a perfectly isotropic surface. The values of
the Str parameter of the rough surfaces used in this analysis were
found to be 0.85 [surface 1, Fig. 1(a)], 0.92 [surface 2, Fig. 1(b)],
and 0.96 [surface 3, Fig. 1(c)], respectively. The contact of two
rough surfaces with identical autocorrelation function is then
replaced by that of an equivalent rough surface and a rigid flat
[3,14], after which the topography parameters of the equivalent
surface are determined.

2.2 Surface Topography Parameters Calculation. Three
methods that are commonly used in the literature to calculate the
surface topography parameters are evaluated in the present study.
The sampling interval and nominal contact area are identical for
each method and equal to the corresponding values of the numeri-
cally generated surface (Fig. 1).

2.2.1 Spectral Moments Approach Applied to a Single Arbi-
trary Cross Section. The first method relies on determining the
spectral moments m0, m2, and m4 from a single arbitrary cross sec-
tion of an isotropic rough surface using the approach developed
by McCool [14]

m0 ¼ AVG z2
� �� �

(1)

m2 ¼ AVG
dz

dx

� �2
" #

(2)

m4 ¼ AVG
d2z

dx2

� �2
" #

(3)

where the AVG operator computes the arithmetic average, and
z(x) is the surface height profile of an arbitrary cross section

(trace) taken along the x direction of the 3D equivalent rough sur-
face. The topography parameters g, q, and rs are obtained from
the spectral moments [Eqs. (1)–(3)] as

g ¼ m4

m2

� �
=6p

ffiffiffi
3
p

(4)

q ¼ 0:375 p=m4ð Þ
1
2 (5)

rs ¼ 1� 0:8968

a

� �1
2

m
1
2
0 (6)

where a¼ (m0m4)/m2
2 is the so-called bandwidth parameter.

When this spectral moments approach is used, the values of g, q,
and rs for different arbitrary cross sections may vary considerably
[13]. Furthermore, the topography parameters calculated from the
spectral moments approach significantly depend on the finite dif-
ference discretization used to calculate the derivatives in Eqs. (2)
and (3) [8,27]. While several schemes can be used, and the results
obtained with different schemes can be related to each other [8],
central finite difference discretization was used throughout this
work for consistency.

2.2.2 Spectral Moments Approach Averaged Over a Discrete
Number of Cross Sections. In the second method, the spectral
moments are determined for all individual 512 cross sections

Fig. 1 256 by 256 point sections of the 512 by 512 point rough
surfaces, (a) surface 1, (b) surface 2, and (c) surface 3
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along the x direction of the equivalent rough surface using the
approach described in Sec. 2.2.1. The average spectral moments
are calculated and used to compute the corresponding topography
parameters g, q, and rs.

2.2.3 Summit Identification Method. Finally, a third method
to find the surface topography parameters is based on determining
the summits of the surface as local maxima using an 8-nearest
neighbor summit identification scheme. The standard deviation of
asperity heights rs is calculated from the n asperity heights and
the asperity density g ¼ n=An, with n the number of asperities
(identical to the number of summits identified) and An the nominal
surface area. To find the average asperity summit radius, the sum-
mit curvature is determined for each summit i in two orthogonal
directions jx;i ¼ d2z=dx2 and jy;i ¼ d2z=dy2, after which the ra-
dius of curvature qi of that summit is computed as the inverse of
the average of its jx and jy, i.e., qi ¼ � jx;i þ jy;i

� �
=2

� ��1
[7].

The mean summit radius q is calculated as the arithmetic mean of
all individual summit radii.

2.3 Comparison of the Different Methods to Determine
the Surface Topography Parameters. The resulting topography
parameters for the equivalent rough surface are obtained using the
three different methods described in Sec. 2.2, and summarized in
Table 1 together with the dimensionless roughness parameter b
(where b¼ gqrs> 1.93� 10�2 [37]), the plasticity index w, and
the bandwidth parameter a. For the method based on spectral
moments of a single cross section, the maximum and minimum
values of the topography parameters obtained from 512 cross sec-
tions in the x direction are presented, to indicate the range of
results that can be obtained when determining g, q, and rs for a
3D surface from the spectral moments of a single arbitrary cross
section. Each extremum can belong to a different cross section.
Additionally, the variation D between the maximum and mini-
mum value of each parameter is shown as a percentage of the min-
imum value. The bandwidth parameter a ¼ m0m4ð Þ=m2

2 is only
relevant to the spectral moments approach and is not calculated
for the summit identification method.

From Table 1 it is observed that, when determined from an arbi-
trary cross section, the asperity density, mean asperity radius, and
the standard deviation of asperity heights vary significantly
between the minimum and maximum values. Furthermore, the
values of rs and q obtained by using the summit identification

(SID) method fall within the range of the corresponding values
determined from an arbitrary cross section. The difference
between rs and q obtained from the SID method and the average
spectral moment method is less than 15%, for each of the surfaces
evaluated. However, the asperity density obtained with the SID
method is significantly smaller than that for any arbitrary cross
section, or the average spectral moment approach. This interesting
observation can possibly result from overestimating the number of
asperity summits with the spectral moment method. The mean
value of the correlation coefficient between surface heights of
neighboring points of the equivalent rough surface used in this
work was verified as exp(-dx/b*) [38] to be approximately 0.90
for surface 1, 0.95 for surface 2, and 0.98 for surface 3, and it is
noted that the difference between g and the other topography pa-
rameters obtained with the SID method and the average spectral
moments method decreases with increasing correlation between
neighboring points. Table 2 summarizes the extreme and average
values of the spectral moments of all 512 cross sections in x and y
directions, obtained for the equivalent rough surfaces derived
from the three surfaces shown in Fig. 1. Additionally, the varia-
tion D¼ (mi,max– mi,min)/mi,min between the maximum and mini-
mum value of each of the spectral moments mi is presented in
Table 2.

From Table 2 it is observed that the values of the spectral
moments vary considerably for different cross sections of the sur-
face (maximum versus minimum value). However, since the aver-
age values were found to be identical in both x and y directions
(see Table 2), the surfaces may still be considered isotropic. Addi-
tionally, it is noted that the largest variation between the spectral
moments of individual cross sections of the surface occurs for m0,
and that this variation increases with increasing autocorrelation
length [b*(surface 3)> b*(surface 2)> b*(surface 1)], which cor-
responds to the rs values observed in Table 1. These results indi-
cate that over the nominal surface area, the surface height values
z(x,y) used to calculate m0 are subject to more variation than the
summit slope (m2) and curvature (m4).

3 Results and Discussion

3.1 Comparison of the Contact Parameters Obtained
From the GW Model and the Summit Identification Model. In
Sec. 3.1 the analysis is limited to contact of two rough surfaces of
the type of surface 2, which has an autocorrelation length

Table 1 Surface topography parameters calculated with different methods, sampling interval 1 lm

Parameter

Spectral
moments of

arbitrary cross section:
max. values

Spectral
moments of

arbitrary cross section:
min. values

Percent
variation between

max. and
min. values

Average
spectral

moments of
512 cross
sections

Summit
identification

method (8-nearest
neighbor)

Surface 1 g (1/m2) 11.66� 1010 6.67� 1010 75% 9.02� 1010 3.31� 1010

q (m) 1.00� 10�4 0.80� 10�4 25% 0.91� 10�4 1.02� 10�4

rs (m) 1.54� 10�8 0.95� 10�8 62% 1.24� 10�8 1.16� 10�8

w 0.78 0.59 32% 0.60 0.63
b 12.80� 10�2 8.14� 10�2 57% 10.06� 10�2 3.90� 10�2

a 40.44 16.87 140% 25.55 N/A

Surface 2 g (1/m2) 9.92� 1010 6.00� 1010 65% 7.69� 1010 2.90� 1010

q (m) 1.47� 10�4 1.13� 10�4 30% 1.27� 10�4 1.43� 10�4

rs (m) 1.66� 10�8 1.00� 10�8 66% 1.31� 10�8 1.26� 10�8

w 0.68 0.52 31% 0.60 0.55
b 17.79� 10�2 9.29� 10�2 91% 12.79� 10�2 5.24� 10�2

a 77.21 21.70 256% 40.83 N/A

Surface 3 g (1/m2) 8.81� 1010 5.18� 1010 70% 6.77� 1010 2.60� 1010

q (m) 2.24� 10�4 1.80� 10�4 24% 2.00� 10�4 2.20� 10�4

rs (m) 1.66� 10-8 0.94� 10-8 77% 1.29� 10-8 1.27� 10-8

w 0.55 0.40 38% 0.47 0.45
b 25.36� 10�2 11.59� 10�2 119% 17.43� 10�2 7.28� 10�2

a 156.07 33.29 369% 75.38 N/A
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(b*¼ 20 lm) in between that of surfaces 1 and 3. Using the GW
model, the number of contacting asperities np, the nondimensional
real area of contact A*¼Ar/An, and the nondimensional normal
load P*¼P/AnE’ are calculated as a function of the nondimen-
sional separation d*¼ d/rs between the equivalent rough surface
and a rigid flat [1].

np ¼ gAn

ð1
d�

U z�ð Þdz� (7)

A� ¼ pb
ð1

d�
z� � d�ð ÞU z�ð Þdz� (8)

P� ¼ 4

3
q

1
2r

3
2
s g
ð1

d�
z� � d�ð Þ

3
2U z�ð Þdz� (9)

Here

U z�ð Þ ¼ 1ffiffiffiffiffiffi
2p
p e�

1
2

z�
2

is the nondimensional Gaussian probability density function of
surface heights.

The relationship between the nondimensional separation based
on surface heights h* and the nondimensional separation based on
asperity heights d* is depicted in Fig. 2, and is given by
h*¼ d*þ y*, where y*¼ [4(m0/pa)1/2]/rs [39].

The GW model is evaluated using topography parameters g, q,
and rs obtained with the three different methods described in
Sec. 2.2. In the following results, the spectral moments method
applied to an arbitrary cross section is represented by the envelope
bound by the upper extreme case (GW upper extreme model) and
the lower extreme case (GW lower extreme model), for any spe-
cific contact parameter. The result from a single arbitrary cross
section, which may vary significantly as shown in Table 1, will
fall within this envelope. Hence, the GW lower and upper extreme
boundaries describe and quantify the worst case scenarios. Results
for the GW model with topography parameters obtained from the
average spectral moment values (GW average model) and the

summit identification scheme (GW w/SID model) are also
obtained. A comparison is made with the results obtained from
the summit identification scheme (SID model). In the latter
method, all asperities of the equivalent rough surface are identi-
fied using an 8-nearest neighbor scheme, and the contribution to
the nondimensional real area of contact A* [Eq. (10)] and the nor-
mal load P* [Eq. (11)] of each individual contacting asperity is
calculated and summed:

A� ¼ pqrs

An

Xnp

i¼1

z�i � d�
� �

(10)

P� ¼ 4

3

q
1
2r

3
2
s

An

Xnp

i¼1

z�i � d�
� �3

2 (11)

The results in this work are evaluated over the range
0� h*� 3. It is assumed that practically no contact exists between
the equivalent rough surface and the rigid flat when h*> 3 [40].
According to Kogut and Etsion [37] bulk deformation may occur
when P*> 10�3, which in this work corresponds to approximately
h*¼ 0. As a result of bulk deformation, individual asperities may
interact and/or be compressed together, which violates one of the
GW model assumptions.

The SID model is assumed to provide the most reliable results
compared to the other models discussed in this paper. The SID
surface topography parameters are derived from the entire 3D sur-
face and the actual asperities, as opposed to using statistical analy-
sis based on limited data, i.e., a discrete number of cross sections.
Moreover, the number of contacting asperities is determined
exactly (also at large separations), and the contribution of each
contacting asperity is summed to yield the total value of the real
area of contact and normal load. Hence, in the following, the devi-
ation between the different models is quantified by comparing
the results for each model relative to those obtained with the SID
model. The deviation between the different models and the
SID model is hereafter referred to as the error with respect to the
SID model.

Figure 3(a) shows the number of contacting asperities np, and
Fig. 3(b) shows the percent error of the number of contacting
asperities versus the nondimensional separation based on surface
heights h*, respectively.

From Fig. 3(a) it is observed that the number of contacting
asperities as a function of h* predicted by the different models
varies significantly, except for the SID and the GW with SID to-
pography parameters (GW w/SID) models, which result in the
lowest values of np. Since each model in Fig. 3(a) uses different
topography parameters—in particular the asperity density and the
standard deviation of asperity heights (see Table 1)—a different
number of contacting asperities is found for each model for a
given nondimensional separation h*. The SID and GW with SID
topography parameters models; on the other hand, use identical

Table 2 Spectral moments

x direction y direction

Maximum value Minimum value Average value D(%) Maximum value Minimum value Average value D(%)

Surface 1 m0 2.42� 10�16 0.94� 10�16 1.60� 10�16 157 2.45� 10�16 0.98� 10�16 1.60� 10�16 151
m2 2.34� 10�5 1.45� 10�5 1.84� 10�5 62 2.31� 10�5 1.42� 10�5 1.84� 10�5 63
m4 6.85� 107 4.43� 107 5.39� 107 55 6.79� 107 4.41� 107 5.40� 107 54

Surface 2 m0 2.79� 10�16 1.05� 10�16 1.77� 10�16 166 2.98� 10�16 1.01� 10�16 1.77� 10�16 195
m2 1.36� 10�5 0.84� 10�5 1.09� 10�5 61 1.36� 10�5 0.80� 10�5 1.09� 10�5 70
m4 3.48� 107 2.05� 107 2.74� 107 70 3.40� 107 2.21� 107 2.74� 107 54

Surface 3 m0 2.79� 10�16 0.91� 10�16 1.70� 10�16 206 3.12� 10�16 0.75� 10�16 1.70� 10�16 316
m2 0.64� 10�5 0.40� 10�5 0.50� 10�5 58 0.63� 10�5 0.37� 10�5 0.50� 10�5 67
m4 1.36� 107 0.88� 107 1.10� 107 54 1.39� 107 0.90� 107 1.10� 107 54

Fig. 2 Equivalent rough surface and rigid flat

011401-4 / Vol. 135, JANUARY 2013 Transactions of the ASME

Downloaded 21 Dec 2012 to 128.110.74.94. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



values of the topography parameters, namely the ones obtained
with the SID method and hence, they seem to overlap. The differ-
ent models diverge with decreasing separation because more
asperities come into contact, which emphasizes the effect of the
different asperity density in each model. Figure 3(b) shows quan-
titatively how much the results from the different models deviate
from the SID model. The deviation varies between� 26% and
187% for the extreme cases where the surface topography parame-
ters were derived from a single cross section of the rough surface.
The error committed by using the GW model with surface topog-
raphy parameters obtained from a single cross section of the
equivalent rough surface may be significant depending on the ar-
bitrary cross section used. The actual error will be contained
within the envelope bound by the lower and upper extreme errors
in Fig. 3(b).

The number of contacting asperities for a given separation
depends on g and rs. While the lowest g value was found for the
SID method (and used in the SID model), a negative error of the
number of contacting asperities is observed for h*> 1.5 in the
GW lower extreme case, i.e., the number of contacting asperities
is underestimated. Each cross section is characterized by a differ-
ent rs value, and the maximum value is approximately 30% larger
than the rs value obtained with the SID method (see Table 1). A
single cross section can thus show a smaller number of contacting
asperities than the SID model, despite the larger g value. In the
case of the GW model with topography parameters based on aver-
age spectral moments (GW average), the error of the number of
contacting asperities is 120% at h*¼ 0, and it decreases to
approximately 10% at h*¼ 3.

Figure 4(a) depicts the nondimensional real area of contact A*
and Fig. 4(b) depicts the percent error of the real area of contact
as a function of the nondimensional separation based on surface
heights h*, respectively. Since the real area of contact is directly
related to the number of contacting asperities and the contact area
per asperity, the same observations are made as in Fig. 3, i.e., the

lowest values of the nondimensional real area of contact are
obtained for the models based on the SID topography parameters,
and the models diverge with decreasing separation.

Figure 5(a) shows the nondimensional separation based on sur-
face heights h* and Fig. 5(b) the percent error of the nondimen-
sional separation as a function of the nondimensional normal load
P*, respectively. While the different models result in a different
separation for a given nondimensional normal load, it is noted that
the GW with SID topography parameters and the SID models
overlap for 0< h*< 2. For h*> 2, these two models diverge; as a
result of the different treatment of contacting asperities in the SID
model (discrete) as opposed to the GW model (continuous), which
is discussed in greater detail at the end of Sec. 3.1. From Figs.
4(b) and 5(b) it is observed that the error committed by using the
SID topography parameters in the GW model yields the smallest
percent errors compared to the SID model. Furthermore, from Fig.
5(b) it is observed that the error for the case of the GW extreme
and average models approaches infinity when the load increases
(h* decreases) since the error is calculated relative to the SID
model. When h* approaches zero in the SID model (P* increases)
the percent error h�GW � h�SID

� �
=h�SID approaches infinity, regard-

less of the absolute error value, even with negligible differences
of h* compared to the SID model. The error becomes finite again
for negative values of h*. However, no negative values of h* are
considered in this work. The smallest error is observed for the
GW with SID parameters model. Hence, Fig. 5(b) should be used
with caution since the results may be misleading at high P*
values.

The numerical values of the maximum and minimum percent
errors obtained from Figs. 3(b), 4(b), and 5(b) are summarized in
Table 3 for the different models. From Table 3 it is again observed
that the GW with SID model results in the smallest error interval.
Moreover, it is important to point out that in the case of the GW
with SID topography parameters model the largest error values
occur at h*¼ 3. Thus, the errors committed with the GW with

Fig. 3 (a) Number of contacting asperities and (b) percent
error of the number of contacting asperities versus nondimen-
sional separation based on surface heights

Fig. 4 (a) Nondimensional real area of contact and (b) percent
error of real area of contact versus nondimensional separation
based on surface heights
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SID model for any h*< 2.5 are in fact much lower than the maxi-
mum values shown in Table 3.

Figure 6(a) displays the nondimensional real area of contact
A*, while Fig. 6(b) shows the percent error of A* versus the non-
dimensional normal load P*, respectively. The data are shown
for A*� 0.14 since this upper limit coincides with h*¼ 0 for the
SID model, and no negative values for h* were considered in
this study. Furthermore, the load was limited to P*¼ 7.0� 10-4

since at this load the separation becomes h*¼ 0 in the SID
model.

The differences between the contact parameters predicted by
the different models, depicted in Figs. 3–6, result from two main
reasons. At small separations (0< h*< 2), it is the different asper-
ity density g used in the GW and SID models that plays the most
important role, which is anticipated, as the asperity density
appears in Eqs. (7)–(9). It also affects the summations over the
number of contacting asperities, which indirectly depends on the
asperity density, in Eqs. (10) and (11). At large separations
(h*> 2) the different treatment of the number of contacting asper-
ities is the dominant factor. In the SID model, the asperities (sum-
mits) in contact with the rigid flat are identified individually and
their contribution to the normal load and real contact area is calcu-
lated and summed. A discrete number of asperities makes contact,
and above a certain finite separation h*, no asperities remain in
contact. In the GW with SID topography parameters model, a

Table 3 Percent error value

Model
Error interval

np (%)
Error interval

Ar/An (%)
Error interval

h/rs (%)

GW lower extreme �25.74 72.40 4.88 43.06 �0.14 1
GW upper extreme 29.56 186.86 1.79 113.67 2.41 1
GW average 0.61 121.77 �1.06 71.74 1.10 1
GW w/SID �3.64 7.35 �1.70 32.51 1 3.91

Fig. 6 (a) Nondimensional real area of contact and (b) percent
error of the real area of contact versus nondimensional normal
load

Fig. 5 (a) Nondimensional separation based on surface
heights and (b) percent error of the nondimensional separation
based on surface heights versus nondimensional normal load

Fig. 7 (a) Nondimensional real area of contact and (b) nondi-
mensional separation based on surface heights versus nondi-
mensional normal load
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statistical approach is used that calculates the number of contact-
ing asperities based on a Gaussian distribution of asperity heights.
Thus, while in the SID model a discrete number of asperities
makes contact and zero normal load and real contact area are
achieved above a certain finite separation, the GW model overesti-
mates the number of asperities in contact at large separations
because np! 0 when h*!1. Consequently, for large values of
h*, the SID model predicts smaller values for the contact parame-
ters than the GW with SID topography parameters model, as is for
instance shown in Fig. 5(a).

3.2 Effect of the Autocorrelation Length. The autocorrela-
tion length of the different surfaces is b*¼ 10 lm [surface 1,
Fig. 1(a)], 20 lm [surface 2, Fig. 1(b)], and 50 lm [surface 3,
Fig. 1(c)]. The sampling interval was kept constant at 1 lm for all
surfaces and results discussed in Sec. 3.2. Figure 7(a) shows the
nondimensional real area of contact A* and Fig. 7(b) shows the
nondimensional separation based on surface heights h* as a func-
tion of the nondimensional normal load P*, respectively. Only the
results for the GW average model and the SID model are shown
for clarity.

It is expected that different A* versus P* and h* versus P*
curves are obtained for surfaces with a different autocorrelation
length. For a constant P*, the smoothest surface (surface 3) will
result in the largest A* [Fig. 7(a)] and, correspondingly, the small-
est h* [Fig. 7(b)]. Table 4 shows a comparison between the
extreme deviations of the different contact parameters obtained
with the four different models, relative to the SID model, for each
of the three different rough surfaces considered in this work.
These deviations are determined from the results shown in Fig. 7,
in addition to the results for GW upper and lower extreme, and
GW with SID, not displayed in Fig. 7.

Identical to Fig. 5(b) and Table 3, it is observed that the error
h�GW � h�SID

� �
=h�SID may approach infinity when h* approaches

zero in the SID model (P* increases). Furthermore, it is noted that
for all contact parameters, the error obtained for the GW average
model is contained within the interval bound by the results of the
GW lower and upper extreme models. Both the lower and upper
limit of the error of np, Ar/An, and h/rs increase with increasing
autocorrelation length.

3.3 Effect of the Sampling Interval. Figure 8 shows the
nondimensional separation based on surface heights h* as a func-
tion of the nondimensional normal load P*, for three different
sampling intervals 1, 2, and 3 lm, for (a) surface 1, (b) surface 2,
and (c) surface 3. The sampling interval is limited to three times
the original sampling interval of 1 lm. When increasing the sam-
pling interval while keeping the nominal surface area constant,
the number of points describing the surface is reduced. Again,
only the results for the GW average model and the SID model are
shown for clarity. It is observed that at h*¼ 3 the difference

Table 4 Percent error values for different surfaces and models

Model Error interval np (%) Error interval Ar/An (%) Error interval h/rs (%)

Surface 1 GW lower extreme �42.55 66.77 �31.69 47.82 �5.94 1
GW upper extreme �7.63 177.89 �43.89 88.96 �3.79 1
GW average �29.64 120.80 �39.72 64.44 �5.11 1
GW w/SID �1.92 6.81 �0.36 3.63 1 0.61

Surface 2 GW lower extreme �25.74 72.40 4.88 43.06 �0.14 1
GW upper extreme 29.56 186.86 1.79 113.67 2.41 1
GW average 0.61 121.77 �1.06 71.74 1.10 1
GW w/SID �3.64 7.35 �1.70 32.51 1 3.91

Surface 3 GW lower extreme 9.61 78.98 29.25 66.60 3.39 1
GW upper extreme 62.20 188.95 62.32 147.94 7.38 1
GW average 39.58 127.46 38.95 87.25 5.72 1
GW w/SID �5.25 31.12 �0.79 44.27 1 4.68

Fig. 8 Nondimensional separation based on surface heights
versus nondimensional normal load for (a) surface 1, (b) sur-
face 2, and (c) surface 3
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between the results for the SID and GW average model is maxi-
mum for the largest sampling interval (3 lm), while at h*¼ 0 the
difference between the results for the SID and GW average model
is maximum for the smallest sampling interval (1 lm). Further-
more, it is noticed from Figs. 8(a), 8(b), and 8(c) that for increas-
ing autocorrelation length the differences in h* obtained with the
SID and GW average model decrease, in particular at large
separations.

Table 5 supplements Table 1, and shows the topography param-
eters obtained with the three different methods, for a sampling
interval of 2 and 3 lm, for surface 2 only. Since the results in Sec.
3.1 were obtained for surface 2, this allows for comparison. It is
observed that for all methods the asperity density decreases, and
the mean summit radius increases for increasing sampling interval,
which is in agreement with the results from [26,38,41]. Table 5
presents the topography parameters obtained from surface 2, for a
sampling interval of 2 and 3 lm. Additionally, the topography pa-
rameters were obtained for all three surfaces for the three different
sampling intervals. It was found that with increasing sampling

interval the change in topography parameters was minimum for
surface 3. This is the smoothest surface because it has the largest
autocorrelation length and the largest mean asperity radius of the
three surfaces considered. Hence, when the sampling interval is
increased, the same asperities are detected for surfaces with a
large mean asperity radius, as compared to surfaces with a smaller
mean asperity radius.

Using the topography parameters obtained for all three surfaces
for sampling intervals of 2 and 3 lm, respectively, the resulting
contact parameters are calculated. Together with Tables 4, and 6
shows a comparison between the extreme errors of the different
contact parameters obtained with the four different models, rela-
tive to the SID model, for each of the three different rough surfa-
ces considered in this work, and for a sampling interval of 1 lm
(Table 4), 2 lm [Table 6(a)], and 3 lm [Table 6(b)].

From Tables 4 and 6 it is observed that contact parameters
obtained from surface 3 are least affected by using a different
sampling interval, irrespective of the method used to determine
the topography parameters. This was expected since the

Table 5 Topography parameters of surface 2, obtained for a sampling interval of 2 and 3 lm

Sampling
length Parameter

Spectral
moments of

arbitrary cross
section: max. values

Spectral
moments of

arbitrary cross
section: min. values

Average
spectral moments

of 512
cross sections

Summit
identification method
(8-nearest neighbor)

2 lm g (1/m2) 2.98� 1010 1.69� 1010 2.24� 1010 1.09� 1010

q (m) 3.64� 10�4 2.66� 10�4 3.11� 10�4 3.54� 10�4

rs (m) 1.65� 10�8 0.97� 10�8 1.30� 10�8 1.21� 10�8

w 0.45 0.32 0.38 0.34
b 12.67� 10�2 6.31� 10�2 9.00� 10�2 4.69� 10�2

a 39.63 10.51 20.72 N/A

3 lm g (1/m2) 1.78� 1010 0.84� 1010 1.28� 1010 0.62� 1010

q (m) 6.10� 10�4 4.23� 10�4 5.09� 10�4 5.91� 10�4

rs (m) 1.65� 10�8 0.98� 10�8 1.29� 10�8 1.17� 10�8

w 0.35 0.25 0.30 0.26
b 12.46� 10�2 6.08� 10�2 8.31� 10�2 4. 30� 10�2

a 38.37 9.83 17.82 N/A

Table 6 Percent error values for different surfaces and models, sampling interval (a) 2 lm and (b) 3 lm

Model Error interval np (%) Error interval Ar/An (%) Error interval h/rs (%)

(a) Surface 1 GW lower extreme �71.25 32.92 �58.70 7.92 1 �13.29
GW upper extreme �56.37 131.06 �75.73 36.97 �13.42 1
GW average �61.93 71.76 �70.81 21.20 1 �13.29
GW w/SID �1.91 7.47 �4.73 2.05 1 0.43

Surface 2 GW lower extreme �54.09 30.00 �26.23 7.79 �8.35 1
GW upper extreme �26.46 117.80 �47.51 51.78 �5.00 1
GW average �43.78 69.49 �41.83 25.4 �6.42 1
GW w/SID �6.68 1.94 �0.97 31.77 1 4.81

Surface 3 GW lower extreme �32.24 23.34 �6.25 9.13 1 0.33
GW upper extreme 3.54 130.30 �19.92 74.05 �0.23 1
GW average �20.08 70.34 �19.01 35.36 �1.93 1
GW w/SID �9.23 14.84 �2.83 18.28 1 2.80

(b) Surface 1 GW lower extreme �78.68 19.88 �74.34 �3.17 1 �19.52
GW upper extreme �74.38 132.96 �86.30 30.78 �19.78 1
GW average �76.75 69.11 �83.01 9.76 �21.61 1
GW w/SID �2.17 4.01 �6.07 0.67 �1.25 46.83

Surface 2 GW lower extreme �63.20 13.79 �46.24 3.40 �13.10 1
GW upper extreme �41.46 123.70 �66.38 45.99 �10.92 1
GW average �56.06 64.54 �59.73 16.97 �10.96 1
GW w/SID �8.37 1.68 �1.17 12.63 1 2.85

Surface 3 GW lower extreme �49.80 22.39 �7.52 31.28 1 0.98
GW upper extreme �6.36 133.72 �28.00 49.80 �1.60 1
GW average �29.25 67.51 �26.60 24.83 �3.57 1
GW w/SID �14.58 43.71 �1.20 45.14 1 4.10
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topography parameters change least with increasing sampling
interval for surface 3, independent of the method used to deter-
mine them.

4 Conclusion

A quantitative analysis of the different results obtained when
calculating the relationship between the number of contacting
asperities, the separation, the real area of contact, and the normal
load, using different methods to determine the asperity density g,
summit radius q, and standard deviation of asperity heights rs of a
3D isotropic rough surface was provided. Thereto, the topography
parameters for computer generated isotropic rough surfaces were
obtained with the spectral moments method, and were compared
to the corresponding parameters obtained by a summit identification
method using an 8-nearest neighbor scheme. Likewise, the contact
parameters of the GW model were compared to the corresponding
parameters of the summit identification model. The effect of the
autocorrelation length and the sampling interval were investigated.

The topography parameters obtained from a single arbitrary
cross section of an actual isotropic 3D rough surface using the
spectral moments method vary significantly depending on which
cross section is selected. Hence, this method is not reliable to deter-
mine the topography parameters of an actual isotropic 3D rough sur-
face. An approach that results in a unique solution is to average the
various spectral moments obtained from a set of many single cross
sections and calculate the topography parameters from these average
values. For the actual isotropic 3D equivalent rough surface used in
this paper, the average spectral moments for 512 cross sections in
the x and y direction, respectively, were found to be identical.

The main cause of the potentially large error of the contact pa-
rameters when using topography parameters determined from a
single arbitrary cross section of the 3D equivalent rough surface
originates from the large variation of the asperity density between
different arbitrary cross sections. Additionally, the asperity den-
sity is the main difference between the topography parameters
obtained using the spectral moments method and the summit iden-
tification method. It was found to be significantly smaller for the
summit identification method than for the average spectral
moment method, for the specific isotropic equivalent rough surfa-
ces analyzed in this work.

As a result of the different topography parameters obtained
with each method, the relationship between the number of con-
tacting asperities, the real area of contact, and the normal load
vary substantially for the GW and SID models. In the latter model
the contact parameters are determined from the actual surface
rather than based on a statistical approach. This seems to be more
reliable as it includes all available information of the surface
rather than relying on a discrete number of cross sections. The
GW model with topography parameters obtained with the SID
method (GW w/SID) seems to be the better choice among all the
other GW model options that are considered in this work for real-
istic 3D isotropic rough surfaces. While an SID method may at
first seem impractical for characterization of surface topography
parameters, it is pointed out that white light interferometers for
instance, allow digitizing a 3D surface roughness profile, which
then enables using a summit identification scheme. The main
cause of the error of the various contact parameters compared to
the SID model is twofold. At small separations (0< h*< 2), the
different asperity density g used in the GW and SID models is the
most important factor, and at large separations (h*> 2), the differ-
ent treatment of the number of contacting asperities is the domi-
nant parameter. In the SID model no asperity makes contact
above a specific finite separation. Hence, zero normal load and
real contact area are obtained above that separation. The GW
model overestimates the different contact parameters at large sep-
arations because np! 0 only when h*!1.

The effect of the autocorrelation on the resulting contact parame-
ters obtained from the four different models was examined, and it
was found that for increasing autocorrelation length, the resulting

contact parameters become less sensitive to the sampling interval,
irrespective of the method to determine the topography parameters.

This paper presents a relative comparison of different methods
to determine the topography parameters, and contact parameters
obtained from different models. The nominal area of contact and
the number of points that describe the surface were kept constant
for all calculations. These parameters seem to influence the result-
ing topography values and hence, despite the controlled numeri-
cally generated surfaces, uncertainty about the exact values of the
unique topography parameters of a 3D rough surface still remains,
and needs to be addressed in future studies.

Nomenclature

An ¼ nominal area of contact
Ar ¼ real area of contact
A* ¼ nondimensional real area of contact, Ar/An

E1,2 ¼ Young’s modulus of material 1 and 2

E’ ¼ equivalent Young’s modulus,
1��2

1

E1
þ 1��2

2

E2

	 
�1

H ¼ hardness of the softer material of the contact pair
P ¼ normal load

P* ¼ nondimensional normal load, P/AnE’
d ¼ separation based on asperity heights

dx ¼ sampling interval in the x direction
dy ¼ sampling interval in the y direction
d* ¼ nondimensional separation based on asperity heights,

d/rs

h ¼ separation based on surface heights
h* ¼ nondimensional separation based on surface heights, h/r

m0,2,4 ¼ spectral moments
n ¼ number of asperities

np ¼ number of contacting asperities
y* ¼ h*� d*

z ¼ surface heights
z* ¼ nondimensional surface heights, z/r

Greek

U ¼ probability density function of the normal distribution of
surface heights

U* ¼ nondimensional probability density function of the nor-
mal distribution, Urs

W ¼ plasticity index,
E
0

H

ffiffiffiffiffi
rs

q

r
a ¼ bandwidth parameter,

m0m4

m2
2

b ¼ gqrs

b* ¼ autocorrelation length
g ¼ asperity density

jx, y ¼ asperity summit curvature in the x and y direction
�1,2 ¼ Poisson’s ratio of material 1 and 2

q ¼ mean summit radius
r ¼ standard deviation of surface heights
rs ¼ standard deviation of asperity heights
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