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Graphene, the first discovered 2D Dirac material, has had a profound impact on science and technology.
In the last decade, we have witnessed huge advances in graphene related fundamental and applied research.
Here, based on first-principles calculations, we propose a new 2D Dirac band on the Si(111) surface with
1=3 monolayer halogen coverage. The sp3 dangling bonds form a honeycomb superstructure on the
Si(111) surface that results in an anisotropic Dirac band with a group velocity (∼106 m=s) comparable to
that in graphene. Most remarkably, the Si-based surface Dirac band can be used to excite a tunable THz
plasmon through electron-hole doping. Our results demonstrate a new way to design Dirac states on a
traditional semiconductor surface, so as to make them directly compatible with Si technology. We envision
this new type of Dirac material to be generalized to other semiconductor surfaces with broad applications.
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The semiconductor industry has been able to improve the
performance of Si-based electronic devices by making
them smaller and smaller, leading to denser, faster, and
more power-efficient circuitry. However, this scaling and
performance enhancement is not expected to continue
forever, as it will encounter formidable scientific and
technical challenges. Therefore, it is becoming urgent to
develop alternative device technologies. Besides the devel-
opment of new operating principles, for example, spin- and
valley-based devices [1,2], another approach is to replace
the conducting channels in Si-based devices with low-
dimensional materials, which have superior electrical
properties. In this regard, the emergence of 2D membrane
materials [3–5] such as graphene, layered metal dichalco-
genides, and semiconductor nanomembranes [6–8] opens a
new avenue for next-generation nanoelectronic devices,
especially affording a novel 2D platform for highly foldable
and adaptable device components.
Because of the extraordinary properties of the linear

Dirac band in graphene [9], a host of applications have been
proposed, including electronics, biological engineering,
photovoltaics, and energy storage [10]. To go beyond
graphene, researchers have tried to realize graphenelike
material in other systems, such as the new material category
called 2D Dirac materials [11,12]. These 2D Dirac materi-
als also offer a tunable platform to study topological and
correlated phases [13–18]. So far, several experimental
methods have been reported to realize the artificial Dirac
materials, including nanopatterning of 2D electron gases
[19], molecular assembling by scanning probe microscopy
[20], and optical trapping of ultracold atoms [21]. Despite
the tremendous promise offered by the 2D Dirac materials,
a foreseeable challenge is to integrate them with the

existing Si technology, but without being bound by the
planar geometry of the existing platform of solid substrates.
To gain the merits of both Si technology and Dirac states,

the best way is to combine them and design Si-based Dirac
materials. Silicene, the 2D monolayer Si with a honeycomb
structure, has been proposed under this background.
Recently, silicene has been grown on Ag, ZrB2, and Ir
substrates [22–24], but the strong hybridization between
silicene and the substrate significantly deteriorates its
electronic properties [25]. Chen et al. found a Dirac-like
surface state in a Si(111) thin film grown on a Ag(111)
substrate [26] that has a
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structure. The Dirac band dispersion in their work is
obtained from the quasiparticle interference patterns on
the surface. However, due to the limited data points around
small momentum regions, such an indirect classification
method has been questioned [27]. Until now, there is no
direct evidence to confirm the realization of the Dirac state
in Si materials.
In this Letter, based on first-principles calculations, we

propose a chemical engineering method to create a 2D
Dirac state on the Si(111) surface. Halogen atoms prefer to
saturate the Si(111) surface dangling bonds and distribute
uniformly on the surface due to Coulomb and steric
repulsion. At 1=3 monolayer (ML) halogen coverage, affiffiffi
3
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×

ffiffiffi
3

p
R30° honeycomb superstructure is formed, and

the unsaturated sp3 dangling bonds will generate an
anisotropic Dirac band. Most remarkable, under electron-
hole doping, the Si-based surface Dirac band can be used to
excite a tunable THz plasmon. Considering the experimen-
tal feasibility, we believe this new type of Dirac material
will have a great chance of being confirmed in the near
future.
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The first-principles calculations are carried out in the
framework of the generalized gradient approximation with
Perdew-Burke-Ernzerhof (PBE) and Heyd-Scuseria-
Ernzerhof (HSE) functionals using the Vienna ab initio
simulation package (VASP) [28]. The
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R30°] Si(111) surface is simulated by 12-layer

[four-layer] Si slabs, and the bottom surface is saturated
by hydrogen atoms. All the calculations are performed with
a plane-wave cutoff of 500 eV on the 15 × 15 × 1
Monkhorst-Pack k-point mesh. The vacuum layer is
15 Å thick to ensure decoupling between neighboring
slabs. During structural relaxation, the halogen and top
four-layer Si atoms are relaxed until the forces are smaller
than 0.01 eV=Å. Without losing generality, in the present
work we will focus on the Br atom as a typical halo-
gen atom.
First, we discuss the experimental feasibility of obtaining

our proposed Br adsorbed Si(111) superstructure. As the
basic material used in the semiconductor industry, the
surface of Si has been extensively studied. At low temper-
atures, the Si(111) surface has a complex (7 × 7) recon-
structed structure [29], because the reconstruction can
eliminate the dangling bonds and reduce the surface energy.
However, at high temperatures, the Si(111) surface can retain
an unreconstructed (1 × 1) structure with one dangling bond
on each surface atom [30]. In addition, the hydrogenated
Si(111) surface also retains the 1 × 1 structure [30]. Thirty
years ago, x-ray standing-wave experiments actually showed
that Br atoms prefer to be chemisorbed at the top position
(above a Si atom) of the unreconstructed Si(111) surface,
and to form a
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1=3 ML Br coverage [31,32].
Next, we discuss the theoretical rational for the above

experimental results. We have compared the binding energy
for different Br adsorption sites on the Si(111) surface. The
binding energy is in descending order −3.88, −2.54, and
−2.37 eV from the top (T), to theH, to the T4 positions, as
shown in Fig. 1(a). To check the stable pattern of 1=3 ML
Br coverage on the Si(111) surface, we have chosen a
large 3
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R30° supercell, and adsorbed nine Br

atoms in the surface. As shown in Fig. 1, Br atoms prefer a
uniform distribution at 1=3 ML coverage, resulting in affiffiffi
3

p
×
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R30° superstructure [Fig. 1(a)], and its energy is

much lower than that of a random [Figs. 1(b) and 1(c)] or a
cluster [Figs. 1(d) and 1(e)] distribution. We also checked
that the preferred stable uniform distribution is not affected
by either n- or p-type doping. In addition, the proposed
structure is kinetically stable, with a sizable energy barrier
of ∼1.1 eV for Br to diffuse out of the T site. To get a better
understanding of this phenomenon, we analyze the inter-
action between Br and the Si(111) surface. Based on Bader
charge analysis, we found that there are 0.2 electrons
transferred from Si to Br. Therefore, due to the Coulomb
repulsion, the negatively charged Br atoms will have a
steric repulsion to each other, resulting in a uniform

distribution. Although the x-ray measurement did not
directly show the Si superstructure at 1=3 Br ML coverage
[31,32] (no scanning tunneling microscope or angle-
resolved photoemission spectroscopy at that time), the
good agreement between our theoretical calculations and
the x-ray experiments nevertheless strongly supports the
existence of the proposed Si superstructure.
In the following, we turn to the focus of this work, the

electronic structures of the proposed Br adsorbed Si
superstructure. As a comparison, the bare
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Si(111) surface without Br adsorption is studied first. The
most important finding is that there is a Dirac cone at the K
point around the Fermi level in the band gap region, as
shown in Fig. 2(a). This may explain why a Dirac-like
surface state is observed in Chen et al.’s experiment [26].
However, an extra band is also found in the same energy
window. Thus, the band in Fig. 2(a) is not a real Dirac band,
because the extra band will mitigate the Dirac band
properties. The origin of all three bands can be easily
understood. They are the surface bands and come from the
three dangling bonds in the unit cell. One straightforward
way to eliminate the extra band is to saturate one dangling
bond [16], leaving only two dangling bonds in the unit cell.
This is the reason why we choose the 1=3 ML Br adsorbed
Si(111) surface, whose band structure is shown in Fig. 2(b).
We can see that only two surface bands are left, forming a
Si-based surface Dirac band. The orbital projected density
of states (PDOS) of the Dirac band is shown in Fig. 2(c).
One s and three p orbits have contributions to the Dirac
band, demonstrating an sp3 hybridization feature. In these
four orbits, pz has the largest contribution, while s, px, and

FIG. 1 (color online). (a)–(e) Energy comparison for different
Br adsorption configurations on a Si(111) surface at 1=3 ML
coverage in a 3

ffiffiffi
3
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× 3

ffiffiffi
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p
R30° supercell. The Br atoms are

distributed uniformly in configuration (a), randomly in configu-
rations (b) and (c), and form clusters in configurations (d) and (e).
The energy for configuration (a) is set as the reference energy.
The labels T,H, and T4, shown in (a), denote different adsorption
positions for the Br atom.
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py have a similar contribution. To illustrate the surface
nature of this Dirac band, four k points [two for both the
valence band (VB) and the conduction band (CB)] are
chosen at Γ and near K, as labeled in Fig. 2(b). The
corresponding partial charge densities are shown in
Fig. 2(d), which are localized around two surface dangling
bonds and are characterized by an sp3 orbital shape.
Since the Si-based surface Dirac band is separated from

the bulk bands and is completely isolated in the band gap
region, we can write an effective tight-binding (TB)
Hamiltonian to describe it. By using the maximally
localized Wannier functions (MLWFs) in the WANNIER90
package [33], a 2 × 2 effective Hamiltonian is constructed.
As shown in Fig. 3(a), the TB band shows good agreement
with the PBE first-principles band. The two fitted MLWFs
are shown in Fig. 3(b), in which we can clearly see the sp3

nature of the Dirac band. To further support our results, the
Dirac band obtained from the first-principles calculations
with the HSE functional is also plotted in Fig. 3(a). For the
HSE Dirac band, the splitting between the VB and CB
becomes larger. Meanwhile, the Dirac point is no longer
buried by the VB band anymore. Overall, this feature of the
Dirac band is not changed by using different functionals,
demonstrating the reliability of our results. For the Si-based
surface Dirac band shown in Fig. 3(a), its band width
(∼0.5 eV) is very narrow and its electron or hole symmetry
is broken even in the low energy region.
The group velocity is one of the key parameters in the

study of Dirac materials, as it bears a variety of fundamental
information [34]. Here, we focus on the CB band, since the
VB band is skewed from the linear dispersion. At two given
energies, marked by the dashed lines (I and II) in Fig. 3(a),
the group velocities (Vk) and isosurfaces of the Dirac band

are shown in Fig. 3(c). Two features are noticeable. First,
the group velocity is anisotropic and oscillates with a
period of 2π=3. Second, the amplitude of the oscillation
increases with energy going away from the Dirac point.
Therefore, the Si-based surface Dirac band is a highly
reshaped anisotropic Dirac band, which calls for further
study in terms of Dirac band physics. The pseudospin is
another key parameter for the Dirac band, as the physical
origin for many interesting phenomena [9]. The pseudospin
textures of the VB and CB are shown in Fig. 3(d). Around
two inequivalent Dirac points (K and K0), the pseudospin
has a vortex and antivortex texture, and these textures are
inverse with each other for the VB and CB. In addition, the
pseudospin has only in-plane components. Thus, the
topological number will be zero for both the VB and
CB. If a nontrivial gap is opened at the Dirac point by either
spin-orbital coupling or inversion symmetry breaking,
different topological phases can be studied [2,13–16].
As an potential application of our proposed Si-based

surface Dirac band, its collective plasmon excitation is also
calculated. Using the Lindhard function [35], the non-
interacting polarization function Πðq;ωÞ can be written as

Πðq;ωÞ ¼ −
2

ð2πÞ2
Z
BZ

d2k
X
l;l0

jhkþ q; l0jeiq·rjk; lij2

×
fðEk;lÞ − fðEkþq;l0 Þ

Ek;l − Ekþq;l0 þ ωþ iδ
; ð1Þ

where the integral is over the first Brillouin zone (BZ). A
temperature T ¼ 300 K in the Fermi-Dirac distribution
function and an infinitesimal broadening δ ¼ 1 meV are

FIG. 2 (color online). (a),(b) Band structures of the
ffiffiffi
3

p
×ffiffiffi

3
p

R30° Si(111) surface without and with Br adsorption. The
shadow regions are the bulk states. (c) Projected density of states
of the Dirac band shown in (b), showing the different orbital
components. (d) Top and side view of the partial charge density of
the Dirac band at the four chosen k points labeled in (b). For
clarity, only the top part of the substrate is plotted in the side view.

FIG. 3 (color online). (a) Enlargement of Dirac band structures
obtained from TB, and first-principles with PBE and HSE
functionals. (b) Top and side view of two MLWFs fitted from
the PBE Dirac band. The red and blue colors denote positive and
negative values, respectively. (c) The component of the group
velocity parallel to the k vector [Vk ¼ VðkÞ · k̂ with k measured
from the Dirac point] for the Dirac band at energy I and II marked
by the dashed lines in (a). The insets are the isosurfaces of the
Dirac band at energy I and II. (d) Pseudospin textures of VB and
CB Dirac bands.
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used in our numerical calculation. Under the random phase
approximation, the dielectric function is defined as

εðq;ωÞ ¼ 1 − VðqÞΠðq;ωÞ; ð2Þ

where VðqÞ ¼ 2πe2=4πϵ0ϵrq is the Fourier component of
the 2D Coulomb interaction. ϵ0 and ϵr are the vacuum and
background relative dielectric constants, respectively, and
we set ϵr ¼ 11 for the Si. The collective plasmon excitation
mode is defined at zeros of the dielectric function. In
general, the dielectric function is complex. Therefore, the
complex solution at ε ¼ 0 gives both the plasmon
dispersion (real part) and the decay of the plasmon
(imaginary part). In order to compare with the experiments,
it is more convenient to calculate the electron energy loss
spectrum (EELS), whose broadened peaks indicate the
plasmons,

EELS ¼ −Im½1=εðq;ωÞ�: ð3Þ

The EELS of the Si-based surface Dirac band is shown in
Fig. 4, from which we can seen how the plasmon dispersion
changes with the Fermi level. For hole doping
(EF ¼ −0.1 eV), the plasmon dispersion has a wide dis-
tribution in the window of energy and momentum space,
but its shape is a little different along the qx and qy
directions, as shown in Figs. 4(a) and 4(b), respectively. To
clearly illustrate this anisotropy, the EELS in 2D momen-
tum space at four excitation energies is shown in Fig. 4(c).
We can see that the plasmon dispersion is an ellipse at each
energy, and the anisotropy becomes larger for higher
energy. In the small momentum region, the plasmon is

dominated by the intraband transition, and it is not damped.
But in the large momentum region, the plasmon will
undergo an interband transition, become damped, and
decay into electron or hole pairs. This is consistent with
the gradually increased plasmon peak width with increas-
ing momentum, as shown in Figs. 4(a)–4(c).
For the Dirac band in graphene, its plasmon follows the

rule of ω ∝ ffiffiffi
q

p
in the small momentum region [36]. For the

Si-based surface Dirac band, despite the anisotropic shape,
we found that its plasmon can still be qualitatively
described by the same rule, as shown by the fitting of
the open black circles in Figs. 4(a) and 4(b). For electron
doping (EF ¼ 0.1 eV), similar anisotropy and scaling
behavior have been observed. However, the slope of the
plasmon is larger than that in hole doping, and the plasmon
has a narrow distribution in the window of energy and
momentum space, as shown in Figs. 4(d)–4(f). Therefore,
for the same excitation momentum, the plasmon will have a
higher energy in the case of electron doping than that in
hole doping, indicating an effective way to manipulate the
plasmon dispersion through doping. Since our designed
Dirac band is on the Si surface and its band width is very
narrow, it is more convenient to tune its Fermi level through
the electric gating method. The carrier density needed
for shifting the Fermi level by 0.1 eV (−0.1 eV) is about
∼6 × 1013 cm−2 (4 × 1014 cm−2). This is a rather typical
doping level for 2D Dirac materials like graphene, which is
readily accessible by either gating or chemical doping as
shown by previous experiments [37,38]. Usually, the bulk
Si doping level is in the range of 1013–1020 cm−3, which
would translate to a 2D density of 107–1014 cm−2 assuming
even a small layer thickness of 10 nm. In addition, special
doping methods such as δ doping might be used to enhance
locally 2D doping.
Our designed Si-based surface Dirac band comes from

the surface dangling bonds, so it may not be stable under
ambient conditions. In order to protect the Dirac band, the
best way is to put a chemically inert layer on top of it. Here,
we will use the monolayer BN, because of its chemical
inactivity, large band gap, and small lattice mismatch to
Si(111) (∼0.1%). Using the van der Waals–density func-
tional theory method, the optimized structure for BN on Br
adsorbed Si substrate is shown in Fig. 5(a). The vertical
distance between BN and Br is 3.17 Å, indicating a weak

FIG. 4 (color online). EELS of the hole (a),(b),(c) and electron
(d),(e),(f) doped Dirac band with EF ¼ −0.1 and 0.1 eV, re-
spectively. (a) and (d) are excitations along the qx direction with
qy ¼ 0. (b) and (e) are excitations along the qy direction with
qx ¼ 0. (c) and (f) are 2D momentum space plots of the EELS at
different excitation energies. The open black circles are fitted
using ω ¼ α

ffiffiffi
q

p
with α ¼ 0.35, 0.345, 0.575, and 0.57 eV=Å−1=2

for (a), (b), (d), and (e), respectively.

FIG. 5 (color online). (a), (b), and (c) are the atomic structure,
band structure, and projected density of states for a BN protected
Si(111) surface with 1=3 ML Br coverage.
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interaction between them. The band structure of Br
adsorbed Si with a BN protective layer is shown in
Fig. 5(b). Comparing with the case without BN [Fig. 2(b)],
the Dirac band is almost unchanged. The corresponding
PDOS is shown in Fig. 5(b), confirming that no BN band
overlaps with the Dirac band. Therefore, the Si-based
surface Dirac band can be made very robust by including
a BN protective layer.
In conclusion, we demonstrate a novel form of 2D Dirac

materials, which are created on the Si(111) surface by the
self-assembled surface adsorption of Br atoms. While much
recent attention has been paid to freestanding 2D materials,
we believe our approach offers an important alternative in
substrate-supported 2D materials whose electronic bands
are completely isolated from the underlying substrate bands,
so that they behave electronically just like freestanding
2D materials but are structurally stable. Furthermore, our
finding may ease the way for future applications of 2D
materials by its inherent compatibility with current semi-
conductor technology.
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