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winds in®nitely rapidly around Xp, so to prevent computation
divergence, interpolation is interrupted whenever an interfacial
element cycles around X p. This has the physical interpretation
that material granularity causes particles near X p to simply rotate
in place27,28.

Results from both model and experiments are summarized in
Fig. 3. In the main plot, we show three measures of chaotic
stretching. First, as ®lled circles, we plot the number of pixels, ¢,
(normalized so that ¢ � 1 across the vessel diameter) bordering
green and red regions in the photographs shown in Fig. 1a as a
function of the number of rotations, n, of the experimental cylinder.
Second, as a thin line, we plot the calculated length (again normal-
ized to the vessel diameter) of the same interface from the model
whose results are summarized in Fig. 1b. Each of these measures
extends from 0 to 1 complete revolution of the tumbler. Third, we
compute a longer-time stretching rate29 by evolving a very short line
segment (length ¢0 � 0:00005D) 10 revolutions forward in time,
rescaling the length to ¢0 whenever it grows above 0.005D. In Fig. 3,
we show in grey the growth starting from an initial condition
centred on the line of symmetry through the granular bed at a radius
r � 0:375D. This initial condition is used as an illustration because
it produces a stretching rate (that is, the slope, K, of log(¢) versus n)
close to the average, hKi � 3:7 revolutions 2 1, that one obtains from
a uniform distribution of initial conditions along the symmetry
line. K ranges from 0 to 8.7, with the smallest values near X p, where
the periodic perturbation traps particles, and near the cylinder
walls, where (for low ®ll) particles seldom reach the ¯owing layer.

These three data sources are each ®tted with an exponential
function, giving stretching rates of 3 6 2, 5 6 0:3 and 3:82 6 0:09
revolutions 2 1, respectively. In each case the stretching rate is
unambiguously positive, consistent with exponential stretching
over several orders of magnitude in only one or two tumbler
revolutions. For comparison, in Fig. 3 bottom right inset, we plot
on a linear scale the stretching of the same interface in the model
with (solid curve) and without (broken curve) periodic stick-slip.
(Behaviour without stick-slip corresponds to A � 0 in equation
(2).) As anticipated, in a single revolution the periodically driven
case exhibits strongly nonlinear interfacial stretching over two
orders of magnitude, whereas the unforced case grows linearly
with time, accounting for only one order of magnitude of interfacial
stretching.

Evidently ®ne powders, like ¯uids, can spontaneously mix
chaotically, at rates overwhelmingly exceeding those possible by
the mechanisms expected from studies of freely ¯owing grains.
Neither the spontaneous occurrence of the chaotic patterns studied
here, nor the potential for exponential mixing rates, has been
reported previously. From the fundamental standpoint, it seems
clear that we still have much to learn about granular dynamics, as
evidenced by the apparent connection between microscopic
dynamics (which initiate stick±slip behaviour) and macroscopic
transport (manifested by the intricate mixing patterns that we have
reported). From the practical standpoint, the results of mixing
studies of coarse grains clearly cannot be applied to the blending of
®ne or cohesive powders, which are widely used industrially. The
challenge for the future will be to understand, from an applied
perspective, how to exploit the connection between micro- and
macro-scale granular dynamics to obtain improvements in mixing
times which amount to tens of orders of magnitude. M
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Patterning in nature typically occurs through self-organization,
and interest has developed recently in the use of such spontaneous
processes to fabricate periodically structured materials at the
nanometre scale. For example, ordered arrays of semiconductor
`quantum dot' particles (superlattices) have been created by
deposition from a suspension1, or by self-organization of diffus-
ing atoms on surfaces2 or in sequentially grown stacked layers3.
The spontaneous formation of layered structures in epitaxial
growth has also been reported, and attributed to the process of
spinodal decomposition4,5. Yet highly ordered layered super-
lattices, developed for applications in optoelectronics (and in
future perhaps for thermoelectrics6), are created `by hand'
through the sequential deposition of two different materials.
Here we show that superlattices can appear spontaneously
during crystal growth of an alloy, as a consequence of the
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distribution of strain at surface step sites. When a strained alloy
grows by `step ¯ow', the surface steps form periodic bunches7. We
®nd that the resulting modulated strain ®eld biases the incorpora-
tion of the respective alloy components at different steps in the
bunch, leading to segregation and superlattice formation. We also
present experimental observations (X-ray diffraction and electron
microscopy) of a silicon±germanium alloy grown on silicon,
which show clear evidence for the formation of such a self-
organized structure.

Semiconductor devices are typically grown on a `vicinal' surface,
a staircase of atomically ¯at terraces separated by atomic-height
steps. Atoms are deposited on the surface (by evaporation or vapour
decomposition), and they diffuse as `adatoms' on the terraces. Step
motion arises from attachment or detachment of these adatoms at
the step.

The adatom density on a terrace obeys the diffusion equation,
subject to boundary conditions of equilibrium at the steps. Solving
this equation gives the current of adatoms; the discontinuity in this
current at a step gives the net attachment or detachment rate, and
hence the step velocity. The physics of strain and alloying enters
solely through the composition-dependent chemical potential at
the steps, which determines the local adatom density and hence the
adatom diffusion, step motion, and crystal growth8±10.

Recently Liu et al.7 showed that such growth leads to periodic
patterns of step bunches on the crystal surface. Here we consider
growth of an alloy, in which the elements differ in their size and
surface mobility. The step bunches affect the surface elastic ®eld,
giving different strains at different steps. The smaller adatoms will
be incorporated preferentially at steps having relatively compressive
strain, and larger adatoms at relatively tensile steps9,11. In addition,
steps having lowest absolute strain are favoured overall, and atoms
of the more mobile species can more readily reach these preferred
steps10.

The equations describing alloy decomposition are nonlinear, and
so inherently dif®cult to solve. We therefore consider the limit of
only a small difference in size and/or mobility between the alloy
elements, so that we can linearize the problem. In this case, and
making use of prior results9,10, we can write the evolution of surface
morphology as

Çum �
1

2
�um�1 2 um 2 1� � Ål3©m �1�

Here um � �xm=Lav�2 m 2 Ft is the step displacement, written for
convenience in dimensionless units, relative to an ideal train of
equispaced steps; xm is the actual step position; Lav is the average step
separation (®xed by the surface `vicinal angle'), and F the total
incident ¯ux (the growth rate) in monolayers per unit time. (We do
not include any step-edge diffusion barriers.) The corresponding
dimensionless step velocity is Çum � dum=dt, where t � Ft is the
dimensionless time. For an alloy of two components, indexed by
the subscript n, ln � �exp��mÅ n 2 En�=kT�DnMeÅ2bh=4FkT�1=3=Lav char-
acterizes the strain-driven diffusion for component n. Here mÅ n is the
average chemical potential, En and Dn are the energy and mobility of
an adatom of component n, T is the temperature, M is the product
of the atomic volume and an elastic constant, eÅ is the mis®t strain, b
is a ratio between elastic constants, and h is the step height. Only
the average lÅ � �ln � l2 n�=2 enters Equation (1), where the sub-
script -n denotes the component other than n. Finally,

©m �
Sm�1 2 Sm

um�1 2 um � 1
2

Sm 2 Sm 2 1

um 2 um 2 1 � 1

where Sm � SnÞm�um � m2un 2n�21 2l 2
0 SnÞm�um � m2un 2n�23,

and l0 is the minimum-energy distance between two isolated
steps, in units of Lav.

The dynamical evolution of the surface morphology is deter-
mined by numerical integration of the step velocity, equation (1).
The behaviour is controlled by two parameters, l0 and lÅ . These

re¯ect respectively the short-range step repulsion and the long-
range strain ®eld (because the step changes the elastic boundary
condition for the mis®t strain).

The morphological evolution has been treated previously7. The
new result which makes our simulation possible is the alloy
decomposition at the steps:

Dcn � ÅcnÅc 2 nanW�I 2 g Ål3A�2 1
�2�

Here Dcn gives the deviation from the average composition Åcn. Its
mth component refers to step m. The mth component of W is
lÅ 3©m=�1 � Çum� for equal-sized atoms; I is the identity matrix; and A
is a cyclic tridiagonal matrix with Am;m61 � 6 �1 � Çum�

2 1

�um61 2 um 6 1�2 1 and Am;m � 2 �Am;m�1 � Am;m 2 1�. A detailed
derivation of these results will be given elsewhere.

Given the surface morphology, there are two important (and
competing) terms which determine the alloy decomposition. The
difference in size and mobility of the two species are re¯ected in the
parameter

an � 4
Den

eÅ
� 3

Dln

Ål
�3�

where Den=eÅ is the fractional mis®t difference, with Den �

�a 2 n 2 an�=a0, an and a0 being the lattice parameters of component
n and of the substrate, respectively; and Dln=lÅ is the fractional
difference in mobility, relative to the average, where Dln �

ln 2 l2 n. We note that the effects of atomic size and mobility
difference can add or partially cancel, depending on the relative
signs10.

The other important parameter is

g � ÅcnÅc 2 n4
Lav

bh

g0n
MeÅ2

�4�

This acts in the opposite way from an, to suppress decomposition.
Here g0n is the second derivative, with respect to composition, of the
free energy of mixing of the alloy. As long as the alloy is stable against
spinodal decomposition, g0n . 0 and so g . 0. The larger g is, the

Figure 1 Cross-sectional view of simulated superlattice formation. The

parameters used in this calculation are: lÅ � 0:446, De � 0 and l0 � 0:192. The

vertical axis has been exaggerated for clarity. The black and white regions are

enriched in one or the other component, while the grey regions have composition

close to the average composition.
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smaller the decomposition Dcn. Other factors being equal, the alloy
decomposition will be largest in systems where the critical tem-
perature Tc for spinodal decomposition is not far below the growth
temperature T, because g ! 0 as T ! Tc.

An example of the calculated growth is shown in Fig. 1, for
l0 � 0:192, De � 0, and lÅ � 0:446. The simulation included 120
steps, with periodic boundary conditions to eliminate end effects.
The vertical axis in Fig. 1 has been exaggerated for clarity. The black
and white regions are enriched in one or the other component,
while the grey regions have composition close to the average value.

The result is an ordered pattern of composition modulation. We
believe that this is the ®rst actual calculation showing spontaneous
superlattice formation in any system. Note the remarkable regular-
ity of the structure, which appears to be independent of initial
conditions and robust against noise. Increasing the growth rate
reduces lÅ , giving smaller bunches7 and hence a shorter superlattice
period. It was speculated previously, on heuristic grounds, that such
decomposition would occur at step bunches9. However, owing to
the collective nature of the phenomenon, and the importance of
mobility differences10, the actual results here differ dramatically
from earlier speculations.

Because of the combination of short-range and long-range strains
around each step, the total strain (and hence the chemical potential)
is higher at the top and bottom of a step-bunch, and lower in the
middle. The more mobile atoms are more successful at reaching the
favoured mid-bunch sites, and so are preferentially incorporated

there. The atomic size similarly biases the incorporation of the two
types of atoms10.

We note that in Fig. 1 the superlattice is misorientated in relation
to the crystallographic plane (horizontal direction) by an angle
which is comparable to the surface vicinal angle, but in the opposite
direction. This is due to the complex step dynamics, in which free
steps are continually ejected from the base of a bunch and then
captured by the adjacent bunch7.

We have repeated the simulation for several values of g. In
general, the pattern of the decomposition re¯ects the surface
morphology, and so is unaffected by g. However, g has a strong
effect on the magnitude of the decomposition. Near the critical
temperature Tc for spinodal decomposition, g is small and the
decomposition is quite large. But it is dif®cult to evaluate g for
speci®c real systems, because Tc is not accurately known.

In Fig. 2 we show measurements of a Si0.84Ge0.16 alloy grown by
molecular beam epitaxy on Si(001) at 380 8C. The sample was grown
without wafer rotation (periodic structures are sometimes created
accidentally during growth by wafer rotation). The surface `miscut',
the deviation from (001) orientation, is too small to measure
accurately, so the local miscut is dominated by the small deviations
from planarity.

A cross-sectional transmission electron microscope (TEM) image
is shown in Fig. 2a. The superlattice modulation, with a period of
,3 nm, is clearly visible despite the `noisiness' of the image.
(Viewing the image obliquely from the side enhances the clarity.)

X-ray diffraction provides a more quantitative measure of com-
position modulation (Fig. 2b). Comparison with calculated diffrac-
tion intensities suggests that the absolute composition modulation
is of the order of 10%. Each peak in the diffracted intensity indicates
the presence of some composition modulation with the period
indicated. The multiple peaks indicate the presence of several
distinct periods. All are around 3 nm, consistent with the TEM. A
Fourier analysis of the TEM image (not shown here) also shows
multiple periods separated by ,0.3 nm. We infer that the sample
has microdomains, so that roughly speaking, each peak originates in
a region having that periodicity.

We note that the separation between the principal diffraction
peaks in Fig. 2b corresponds to an integer number of atomic
double-layers (,0.27 nm). This con®rms that the structure is
truly self-organized, because an external perturbation would not
give multiple periodicities differing by integer thicknesses.

It is not possible to prove de®nitely that the experiment re¯ects
the same mechanism proposed in the theory. But because no other
mechanism is known which could lead to such behaviour, the
presumption is reasonable. Both our theory and our experiments
are for systems that are stable against spinodal decomposition, and
so are unrelated to previous observations4,5 or previous heuristic
theoretical discussions12,13 for unstable systems. Moreover, the
presence of multiple periodicities is consistent with the proposed
mechanism. The average bunch size may vary across the sample
owing to small differences in local surface miscut, ¯ux or tempera-
ture. But bunches can differ only by integer numbers of steps; and if
bunches of different size coexist they tend to `̀ phase separate'' into
separate regions of uniform bunch size7. Such regions will have
periods differing by integer numbers of atomic layers. (SiGe is well
known to show step `pairing', and the dominant spacing in Fig. 2
corresponds to the bilayer step height.)

There is still much to be understood in this system. We have not
yet identi®ed the precise experimental conditions for reproducibly
growing superlattices. Also the quantitative predictions of the
theory will be affected if we include other effects such as diffusion
barriers, step permeability, and other step-repulsion mechanisms.
But none of those would eliminate the basic morphological self-
organization, and the resulting periodic modulation of the alloy
composition. These appear to be very robust effects, as long as
growth takes place in the step-¯ow mode described. M

Figure 2 Observations of superlattice formation for a Si0.84Ge0.16 alloy grown on

Si(001). a, Bright-®eld TEM image, [110] cross-section, obtained with (002) two-

beam diffraction conditions. The top edge is towards the growth surface. Despite

`noise', horizontal layers with spacings around 3 nm are clearly visible. b, X-ray

diffraction intensity (from v±2v scan), versus periodicity (from X-ray wavelength l

and scattering angle v). The arrow heads indicate successive major peaks

differing by the bilayer step height.
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Microporous materials have found extensive application as cata-
lysts, ion-exchange media and sorbents1,2. The discovery of meso-
porous silica3 has opened the path to selective catalysis and
separation of large molecules and to the synthesis of inorganic±
organic composite materials, polymer meso®bres and semicon-
ducting quantum dots4±7. Various oxide-based mesoporous
materials, such as TiO2, ZrO2, SnO2, Al2O3, Nb2O5 and GeO2,
have been reported8±13. A challenge for materials research is now
to expand the scope of mesoporous materials beyond the oxides.
Only a few non-oxide mesostructured composites, such as CdS,
SnS2 and CdSe, have been reported; they are usually synthesized
by ad hoc hydrothermal methods or from aqueous solutions
containing ill-de®ned species, and are often not well character-
ized14±16. Here we report the rational synthesis of a new family of
metal germanium sulphide mesostructured materials prepared by
a non-aqueous surfactant-templated assembly of adamantanoid
[Ge4S10]4- cluster precursors. In the presence of quaternary
alkylammonium surfactants, [Ge4S10]4- anions in formamide
solution self-organize with metal cations (Co2+, Ni2+, Cu+ and
Zn2+) to create well ordered hexagonal metal germanium sulphide
mesostructures, some having ®bre-like morphologies with chan-
nels running down the long axis of the ®bre. Materials of this
genre could prove effective in applications as diverse as detoxi-
®cation of heavy metals in polluted water streams, sensing of
sulphurous vapours, and the formation of semiconductor quan-
tum `anti-dot' devices.

Open-framework metal germanium sulphides with ordered
micropores are a class of materials in which the metal, chalcogenide
and template molecules may be varied to `tune' the pore size and
properties of the resulting structure17±23. In water, metal ions

assemble with anionic [Ge4S10]4- adamantanoid clusters in the
presence of tetramethylammonium (TMA) cations to give crystal-
line metal germanium sulphide microstructured materials19. We
identi®ed this approach as a modular assembly route to metal
germanium sulphide mesostructured materials. But to achieve this
goal the surfactant, [Ge4S10]

4- and metal precursors must be soluble
and assemble into mesophases in water. Unfortunately, precursors
like CTA4Ge4S10 (where CTA is cetyltrimethylammonium) are
sparingly soluble in water. With these restrictions in mind, we
chose formamide as a solvent for the preparations because it will
dissolve all of the reagents, and because the binary phase diagram of
surfactants in formamide resembles that of water24.

Figure 1a shows a typical powder X-ray diffractogram of the
mesostructured Ni/[Ge4S10]4- material prepared according to the
procedures outlined in the Methods section. The product displays
four re¯ections consistent with diffraction from a hexagonal unit
cell with dimension a � 39:5 ÊA, attesting to the high degree of order of
this material. Moreover, the diffraction pattern reveals no evidence
for crystalline materials that would be expected from residual
surfactant or dense phases. Powder X-ray diffractograms of the
analogous Zn, Cu and Co materials are shown in Fig. 1b. Although
they do not appear to be as well ordered as the Ni/[Ge4S10]4-

products, we attribute the broadening of the peaks and the overlap
of the 110 and 200 re¯ections in these materials to small particle
sizes (less than ,200 nm). Indeed, transmission electron microscopy
(TEM) suggests that many of these samples are better ordered than
their nickel analogue, though the particles are clearly smaller.

TEM images of whole-mounted samples are shown in Fig. 1c±f.
Hexagonal mesoscopic ordering of the materials extends over entire
particles constituting the samples; overall, the samples appear
homogeneous when viewed under the electron microscope.
Energy-dispersive X-ray analysis of single mesostructured particles
con®rmed the presence of germanium, sulphur and the metal.
Worm-like morphologies (Fig. 1e±f) have been observed by TEM.

Raman spectroscopy of the mesostructured materials con®rms
the presence of metal-linked adamantanoid clusters. Figure 2A,
trace a, shows the Raman scattering from a sample of (CTA)4Ge4S10

containing the molecular cluster25. In particular, the spectrum
displays two sets of modes due to Ge±S stretching: (1) terminal
Ge±St modes between 340 and 480 cm-1; and bridging Ge±Sb modes
between 160 and 230 cm-1. The symmetric Ge±St stretching mode
observed at 342.0(60.1) cm-1 has a full-width at half-maximum
(FWHM) of 7.6(60.6) cm-1. For comparison, the Raman spectrum
of the crystalline TMA2ZnGe4S10 microstructure, in which the
[Ge4S10]

4- clusters are intact and linked by tetrahedral metal sites,
is shown in Fig. 2A, trace b. In the crystalline framework structure,
the symmetric mode shifts to 350.7(60.2) cm-1 but the linewidth of
this peak remains virtually unchanged (FWHM, 8.8(60.5) cm-1).
We note that weak modes attributed to Zn±S stretching are present
between 250 and 320 cm-1. Figure 2A, trace c, shows the Raman
spectrum of a sample of the mesostructured Zn/[Ge4S10]4- material.
The symmetric Ge±St stretching mode is observed at 350.7(60.2) cm-1

with a FWHM of 19(62) cm-1. Moreover, the other Ge±St and Ge±Sb

modes in the mesostructured material resemble those of the linked
microstructure (Fig. 2A, trace b) but are much broader. A congested
region of overlapping vibrational modes between 240 and 320 cm-1

are Zn±S stretching modes, as observed in linked microstructured
Zn/[Ge4S10]

4- materials. These results are consistent with metal-
linked [Ge4S10]4- clusters present in a number of sites, where the


