CS/ECE 6780/5780

Al Davis

Today’s topics:
« External memory
« overview of options
« brief SRAM introduction
- more detailed DRAM intro
* mostly we’ll care about DRAM chips

+ some DIMM coverage for added scope
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Adding Memory Capacity

¢ Inherent microcontroller problem
= limited amount of RAM & FLASH
» code tends to not change and be rather small
« pick microcontroller w/ enough FLASH to hold your code
» so far your data has also been small and fits In RAM
» what happens if you have lots of data
+ common Issue with data acqulisition systems (DAS Chap. 12)
* External memory choices
= SRAM - fast and easy to Interface
» problems: expensive, power hungry, volatile
= DRAM - lots of cheap bits
» problems: difficult Interface, volatile
= NVRAM (NV=nonvolatile)

» e.g. FLASH but other technologles exist that likely will replace
FLASH

» pro's: cheap & non-volatile, low power if low usage
» con’s: Interface difficulty varies with technology
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One More

* Disk
= notreallyar
» fraglle & power hungry
= note $SD’s are basically big FLASH array’s today
» packaged in a disk interface like SATA
* One notable exception
= iPod “Classic”
» although iPod shuffles use FLASH

Bl haddad choi
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Current Plan

* Today
= brief intro to SRAM
= more detalls on DRAM
* Next Tuesday
= broad view of the NVRAM playing fleld

» as it looks today
* note that things are changing rapidly
* Next Thursday
= survey of cool glzmo’s
» sensors, actuators, etc.

» namely things you may want to use to surround your
microcontroller

¢ Finish with midterm and 6780 project demo’s
= demo’s will be in the appropriate Wed & Friday lab sessions
» 5780 students In that lab sesslon are expected to attend

+ of course all are In both If you're
School of Computing
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SRAMs

* Typically based on a 6T cell

= cross coupled inverters hold value as long as there is
power
* Read - precharge BL’s to mid-voltage, activate WL
» sense amps detect swing and value Is latched to the output
= Write drive BL’s to the rail, activate WL
» note BL drivers must P cell
« so transistor sizing Is critical to proper operation
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SRAM Interfaces

* Simple model
= read
» apply address and assert R
» walt for access delay and capture valld read data
= write
» apply address, write data, and assert W*

» hold address and write data for appropriate hold time
« and the data Is written

* Modern SRAM’s are more complicated
= plpeline & burst are
= interface is still fairly simple but timing changes a little bit

» for see the 8 data sheet on the class web site
+ K7A401809A: 256Kx18 synchronous SRAM
+ K7A403609A: 128Kx36 varlant

= compared to DRAM’s this timing is quite straightforward

Aal
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DRAM: Overview & Devices

Reference: “Memory Systems: Cache,
DRAM, Disk”

Bruce Jacob, Spencer Ng, & David Wang
uncredited diagrams came from this book

NOTE: this is an expensive but very detailed
treatment of both memory and storage
systems.
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Key Items to Remember

* It Is easy to predict SRAM behavior

= even though discrete SRAM may well disappear in this
decade

» cache buses (BSBs) are extinct now
» too power hungry & for ES
¢ Hard to predict DRAM behavior

- babil ilability

p ilistic r
» due to refresh requirement
= performance depends on controller and device model

» small controller differences show up as blg performance
differences

mj School of Computing

Unlversity of Utah 8 CS 5780

Page 2




Simplified DRAM

It’s All about Mats

Orthogonal address
to save pins & cost

DRAM

Sense amps now combined

7 with row buffer

L —
Data In/Out Sense Amps “
Buffers Storage Cell
and its Access

~.. columns ...

Word Line

= N,

-~

Memory Bit Line |
Aray —l

Row Decoder
rows

a transistor

* DRAM devi In I flavors
= Interface & speed: we'll deal with these later
= width

» x4 & x8 are highest denslity die
+ used In price senslitive applications
+ best match for microcontroller systems due to narrow datapath
» x16 & x32
+ higher per bit cost used in high performance systems
* DRAM chip = lot’s of memory arrays (mats)
= mats operate under i
» unison
+ each access targets one bitmat
- x4 accesses 4 mats
» Independent
+ mats organized as subsets to create banks
- concurrant bank access Is the Idea
+ Intra-bank mats operate In unison
» Interleaved banks
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Mat & Width Organization

Slow Mat Problem

X2 DRAM [™Column Decoder|

Sense Amps

[[L-= -]

Memory
Array

|

Row Decoder

x2 DRAM x4 DRAM

* Mat access Is slow
= high-C word and bit lines
» bigger = slower
+ C for wire Is linear In length at same width
+ Cgate Is linear with size of row or column In the mat
¢ Interleave to speed up
= mid-60°s hack used on IBM 360/91 and Seymour’s CDC 6600
» a form of
= If Interface Is n times faster than mat latency Interleave n banks
» should be able to make things arbitrarily fast
+ In theory yes - In practice no
- constraints: Jitter, signal integrity, power
= multiple on-dle banks
» may be or
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Ranks & Banks vs. DRAMs & DIMMs

SIDE VIEW DiMMs

Package Pins —_ DRAMs

]

P 1O bus.

One DRAM wiith eight internal BANKS
L_IL_ each of which connects to the shared

Edge Connectd

L\ M
I:I\j_/ N i
Controller Do DMM1 DIMM2

Bus’
TOP VIEW Traces +{ f One bank,
Memory four arrays

Aray

One DRAM bank is comprised of
potentially many DRAM ARRAYS.

/

/| \ depending on the parts configuration
[ RANKoO,RANK1 | One DIMM can have one RANK This example shows 4 arrays,
) or two RANKS of DRAM on it indicating a x4 part.

{ OR
. RANKO, RANK 1 depending on its configuration

Note: ES will more likely be DRAM chip rather than DIMM
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JEDEC Channel Interface

width on DRAM
control: RAS, CAS, Oenable, CLKenable, etc.

Deta Bus

DitAM s |
hn — N
e | Mm> | o

DRAM g YT

et DRAM
Hrre ! é'
= RAM

1T}

Memory
Controller

Chip select goes to every DRAM in a rank ¥ 64 bits typical
Separate select per rank - 2 per DIMM common wider in high-end systems

See any problems on the horizon with this model?
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Memory Controller Issues

* DRAM control Is tricky

= CPU prioritizes memory accesses
» transaction requests send to Mem_Ctl
= Mem_Ctl
» translates transaction into the appropriately timed command
sequence
« transactions are different
- open bank then It’s Just a CAS
- no open bank then Activate, PRE, RAS, CAS
- wrong open bank then write-back and then ACT, PRE, RAS, CAS
- lots of iming Issues
« result: latency varles
- often the command sequence can be stalled or even restarted
- refresh controller always wins
» now moving onto the CPU die
. it and It ctli a lot of issues

* Fortunately microcontroller access need not be as hairy
= treat it like an SRAM but with weirder timing restrictions
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DRAM Evolution

* Not that important
= naming conventions vary by vendor to some extent
» Clocked - treat DRAM as a really slow SRAM
» Asynch DRAM - access and walt
« stlll clocked but the timing provided by the command lines
» Fast Page Mode
+ add latches to the sense amps to form row buffer

» EDO
« add latches to output drivers so data stays valld
» P/BEDO
* add to cycle gl width sized nibbles

» SDRAM - mid 90’s - the bulk of the action now
+ clock now controls row select circults as well
+ DDRx variants still SDRAM just higher bandwidth
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Simple SDRAM Timing

[] Row Activation

Closk
[C] Column Read

s
i [ Transfer Overiap
C‘Li—J | e

Note: pipelining possibilities

!DJ School of Computing

University of Utah 17 CS 5780

Mainstream Throughput Ildea: DDRx

* Use both clock edges
= DDR transfers 2 bits per cycle per lane
» DDR2 transfers 4
» DDRn transfers 2"
» signal integrity and power limit clock speeds
« particularly on long FR4 wire traces
ynch locking - enter DQS

* Also add

9 Y
» DDR device uses DLL/PLL to synch with Mem_Ctl master clock
* note skew depends on where the DIMM sits In the chain
» need to latch In the center of the data “eye”
= other sources of timing uncertainty

» y Miller sid Il effect, trace
length
+ delay proportional to RC
* power proportional to CV?
* There have been some latency Improvements as well
= unimportant for the bedded 3 { text

» so we’ll skip these
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DRAM Systems Issues

* Architecture and scallng
= DDRn causes 2" prefetching
» 1/0 side faster but mat side Is wider
* Timing fundamentally limited by signal integrity issues
= lots can be done here but impact is cost/bit increase
¢ Pins vs. protocol
= pin count has large cost adder
= use them more efficlently ==> protocol change
» JEDEC moves slowly
* Power and Heat
= the biggest concern now and in the future most likely
» early DIMMs consumed about 1W
* ES use of one DRAM chip however
+ power down modes and low utllization mitigate the problem

* refresh Is still a culprit
+ 100 mW ES operation Is realizable
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Slight Change of Focus

* Very brief device technology overview

= background to help und d prot I i
* Key issues

= leaky devices

= process differences

= refresh requirements

= how to build that pesky capacitor

mj School of Computing 20 CS 5780
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64 Mbit FPM DRAM (4096x1024x16)

0.2 clock
generator

sense amp array
10 gating

refresh
counter

|
|
|
|
|
|
1024 columns |
|
|
|
|
|

2] 6 rows
N 3 |EH: oram ] 6'ie por col.

L 2 Arrays

D [T .

2 T

HHH

T
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DRAM Cell

wordine wordine

Gele @) o
1 y S Trench implementation
S e  impl t
wine [ / / A now primarily used in eDRAM

’
g /

oyl
sorage
ransistor - ransisior
- - desp insuting
Logical View woncn | | 1 dolectric
[\ ——
v o plate

‘Stacked capacitor
bitine.
contact

stacked implementation
mainstream DRAM
processes

storage

transistor

=
wordiine bitiine

!”J School of Computing

University of Utah 22 CS 5780

Leakage & Refresh

* Translstors are not Ideal switches
= leakage currents in DRAM processes are minimized
» but not to 0
= leakage currents increase as Tsize goes down
» tricky balance of Vth, Vdd, and process
» additional § with t
= i y target - refresh every 32 - 64 ms

mj School of Computing
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Folded vs. Open Bit-Line

e ainas
5 rseos,

!

a7}

PR
pEny!

Folded: 8F2 - 2 bit line per cell
6F2 version shipped by Micron using MIM
(metal insulator metal C) in 2004

Open: 6F2 - 1 bit line per cell

mj School of Computing
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Issues

* Open
= requires dummy array segments at mat edge
» bal C ch

istics of bit-line palrs
= more noise susceptibility
= combline to dilute the cell size advantage
* Folded
= differential sense amps have better common-mode noise
rejection properties
» e.g. alpha particle or neutron spike shows up on both sides
= current Industry focus
» new fi

iy In

School of Computing

V)

Sense Amps

+ Small stored charge requires high sensitive amps
= use differential model

» ge p ged to half-way mark
» then look at which way the charge goes to determine value
* nolse margins must exist and trick Is to keep them small
* problematic as devices shrink
* Roles
= 1: basic sense value

= 2: restore due to the destructive read
» 2 variants In play

+ restore instantly or restore on row close
= 3: act as a temp y storage el t (row buffer)
» how t y d ds on hoi

School of Computing
University of Utah 2 CS 5780 W) yniversity of Utah 2 CS 5780
Sense Amp Operation Sense Amp Waveforms
Vit vcc.v‘ 777777777777777777777
VeeF — — — — —
Vit wordline
- -\
(Vo) Vo2
[0) /
= Gnd
Vi Vi om0 Precharge __ Access Sense Restore Precharge
_— T
~—H—H—®0 P
" ‘RAS
School of Computing School of Computing
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Decoders & Redundancy

* Defects occur and yields have to be high
= rules of a low margin business

¢ Redundant rows, columns, and decoders
= fuses are used to | defective P
= appearance is of a fully functional mat
= fuse set

Tat

Packaging, Performance, Cost

< -

(more pins, higher datarate, higher cost)

TsoP

ﬂ =

» bum In, test and then fuse set ITRS 2002 2004 2007 2010 2013 2016
process 90 65 a5 32 22
(nm)
CPU pin 2263 3012 4009 5335 7100
count
cents/pin 1.88 1.61 1.68 144 1.22
DRAM pin 48160 48160 62-208 81270 103-351
count
cents/pin | 034139 | 0.270.84 | 0.220.34 | 0.190.39 | 0.19-0.33
Pressure runs wild!!
School of Computing School of Computing
W) university of Utah 2 Cs 5780 W) university of Utah 30 Cs 5780
DRAM vs. Logic Process Hybrid Processes Coming
* IBM was the pioneer
= start with logic process
) = add extra layers to create high-C DRAM cells
layers of Al 7+ layers of Cu
A Metal [ | » multiple oxide thicknesses
— sio, e JowK [ | « fast leaky transistors
E - Inter-layer Dielectric - + slow less-leaky transistors
% - » enabhles eDRAM
'g layer of Tungsten » also helps with power issues
§ 4+ layers: 2 or 3 layers: « leakage is a big deal
a coll capacitance ;  [localinterconnect « only use fast transistors on the critical CPU path
| Folysicon > = * use slow T’s for ritical path and 'y blocks
. —fjé@j”v Transhstors *»@%7* * Current usage in transition
z leakage optimized ol = from high-performance SoC’s to mainstream CPU
.E ench canacitore » issues do become more tricky as feature size shrinks
g " - » hut power Is the nemesis so you do what you have to
° bulk silicon
\/ DRAM Optimized Process Logic Optimized Process
School of Computing School of Computing
()] University of Utah 31 CS 5780 ()] University of Utah 32 CS 5780
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DIMMs and DRAMs

Read
Memory
. i Bus Clock Channel  non-ECC ~ECC  Prefetch Latency

DR’:M :h"’ D‘MTM Stick ™ pate %'““k Bandwidth Channel Channel  Buffer vdd Typical D'i':m

'yp ype (MHz) ate (GBIs) Width  Width  Width pins
(MHz)
cycles)
DDR200  PC-1600 100 100 16 64 72 2 25 23 184
DDR266  PC2100 133 133 2133 64 72 2 25 23 184
DDR-333  PC2700 167 167 2,667 64 72 2 25 23 184
DDR400  PC3200 200 200 32 64 72 2 25 -3 184
DDR2400 PC2:3200 100 200 32 64 72 4 18 -9 240
DDR2-533 PC2-4200 133 266 4267 64 72 4 18 39 240
DDR2.667 ~PC2-5300 167 333 5333 64 72 4 18 39 240
DDR2-800 PC2:6400 200 400 64 64 72 4 18 39 240
DDR3-800 PC3-6400 100 400 64 64 72 8 15 2 240
DDR3-1066 PC3-8500 133 533 8.53 64 72 8 15 2 240
DDR3-1333 PC3-10600 167 667 10.67 64 72 8 15 ? 240
DDR3-1600 PC3-17000 200 1066 18.06 64 72 8 15 ? 240
School of Computing
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Generic Protocol Structure

CKE row
> control addr |
CLK logic |
- mux || o = Read sequence
— 1 W"’W DRAM | Write: reverse 2,3,4
cs# I~ Arrays 7|
e ° Iress. I~ e
° lafeh & "
— g g decoder
CAs# . g® *
Rase | refresh : |
counter
s arma
oy S Sl
register
) 3
addr
bus 10 g:
[ address | read data latch
control write drivers

data in

column 1 register
address el R
counter olumn ||

decoder |

command in bank data in device data system data
transport and decode movement movement transport
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Abstract Command Structure

* Reallty

* huge variety of command sequences possible
with ly
* 2 roles of timing

- 1) physical: latency, set-up and hold, signal Integrity, lane retiming
- 2) power: limit to stay under celling

* Start simple
= command & phase overlap

CMD duration<__ __—=phase 2 duration

tparametert ! parameter2

cmd & addr bus
bank utilization
device utilization
data bus

Note other ps - also ified by timing

mj School of Computing
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Row Access Command

* Row activation
= move data from the mats to sense amps and restore the
mats
» d by 2 timi "
* tpep - row command delay
- time to move the data from the mats to the sense amps
- after a RAS command + tpcy: column reads or writes can commence

* tpas - interval aRAS and row
- after a RAS command + tp,s sense amps can be precharged to activate
another row

taas
A

address and
command bus

mj School of Computing

Unlversity of Utah 36 CS 5780
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Column Read Command

* Bank specific

= move data from sense amps through 1/0’s to the Mem_Ctir

» 3 timing parameters
* teas (or tg) - column address strobe

- time between col-rd (CAS) command and data valid on the data bus
- DDRx devices do this In short continuous bursts

to

gall-ng

delay due to burst 1/0

- 1 cycle for DDR, 2 cycles for DDR2, 4 cycles for DDR3, etc.
¢ tgypsy = duration of the data burst on the bus

toas taunst

cmd & addr bus [

addr glemd
1

dONMN
=
—~——’"\>;S“QTU @
‘address and g7 /
command bus 5] Paata bus

‘sense amplifiers (one rank)

Note: some devices have
tCCD>tBurst where tCCD
becomes the limiting factor
in what can happen next

School of Computing
U] University of Utah 3
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Column Write Command

¢ Move data from mem_ctrl to sense amps
= timing parameters
» t,fr,' - delay between col-write and data valld on bus from mem
-ctrir
+ some per device dHferences differences

— SDRAM: tcyy, Is typically 0
- DDR - typically 1 memory clock cycle

- DDR2 - tg,, - 1 cycle
~ DDRS3 - tgyyp is programmable
» Other p it trol a sub d’s timi

* tyrg - Write to read delay

- end of write data burst to column read command delay
* tyg - write recovery delay

- min. Interval between end of a write data burst and start of a precharge

command
- Vo 1=llnu allowed to overdrive sense amps prior to col-rd-cmdn (mat
restore)
* tomp - time bus

!'JJ School of Computing
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Column Write Overview

— s
omd & addr bus [cowrite]  ——A—— A

bank utilization == bank access
device utilization -~ ~p“=----{ O gating
databus -————— 7,,,, data burst _

1 4)
33

time

addr &\ind

address and

command bus data bus

(one rank)

tcwp =0

cmd | DDR SDRAM
[ daburst ]

—
tcip = 1 Memory clock

cmd | DDR2 SDRAM
[ data burst ]
—
towp = teas “tomp

School of Computing
U} University of Ul:l: 30
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Precharge Command

* Baslc sequence

= precharge —> RAS —> (CAS R/W)* - precharge ....
* Timing constraints

= tgp - row precharge delay

» time delay betv p ge and row
= tge - row cycle time
» tre = trastipe
» limits independent row ds in same bank
tac
’nf\s ’n\w

cmd & addr bus. o prec B

bank utilzation

s i wmm..m...m;..fg/ /}\ e,

\1/ >2/

\ T
> ‘ sense amplifers
address and § >

command bus data bus

(onejrank

mj School of Computing
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Refresh

Refresh Overview

* Necessary evll of 1T1C DRAM denslity advantage
= +: density Improves $/bit
» but the T Is not a perfect switch due to leakage
= -: parasitic
» power, and ity
¢ Refresh approach varies
= options exist to reduce 1 of the parasitic effects
» total refresh power will be constant
* reduced peak power of the device has some options
= typlcal
» concurrent row precharge In all of the device’s banks
* mem_ctir Issues periodic refresh commands
* most devices contaln row precharge address counter
- holds addr. of Iast precharged row

* tapc - refresh cycle time
- duration betwean refresh commands and an activation (RAS) command

* Typical refresh model is block refresh
= refresh entire device all at once

» avolds trying to be smart &

» refresh counter wraps to 0 to Indicate done

tarc time
—~ te <
— —r s —
" Ry
tRuS tRP tRAS 'RP
PN G PEe D et U T
rofrosh | — N ~ » =
Row access (o all banks | precharge all banks | Row access (o all banks | precharge all banks
d -

Additional time needed by DRAM device to recover
from current spike or perform multiple row refreshes
per refresh command

IDJ School of Computing
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Refresh Trends

Other Refresh Options

* trrc Is going up
= decreases availability ==> sl yst 4
= vendor cholce
» keep Inside the 64 ms refresh period
+ even though the number of rows goes up

* All have control overhead
. lly pushed to y controller
» since device vendors need to minimize $/bit
* device could do It
- classlc cost-performance dilemma
* Separate bank refresh
= allow a bank to be refreshed
» while other bank are stlll
+ bandwlidth win since memory bus can still be active
+ peak power win since 1 RAS on command bus at a time
+ mem_ctir schedule gets harder

= next step
» only refresh what is going to expire
* huge p -p ly too hard

Device
Capacity Row Size Refresh

Family vdd Mb # Banks  # Rows kB Count tac NS trec NS
DDR 2.5V 256 a 8192 1 8192 60 67
512 4 8192 2 8192 55 70
DDR2 1.8V 256 4 8192 1 8192 55 75
512 a 16384 1 8192 55 105

1024 8 16384 1 8192 54 127.5

2048 8 32768 1 8192 ~ 197.5

4096 8 65536 1 8192 ~ 327.5

UJ ls;:lmol of Computing . cS 5780
niversity of Utah
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Effects of Variable Command Sequences

* Significant performance variation
* Best case
= read everything In a row and move to next row
» 1-2 kB in a row - lots of energy expended

+ pass 64-128 B cache-ines to the mem_ctir
+ access all 8-32 cache lines before opening another row In same bank

- low probability
- ohserved trend: as core # increases, $ lines/row approaches 1
* open page Y 8y - typlcal

» keep row buffer open hoping for the best
+ wi additional energy cost
* Worst case
= Precharge -> RAS -> single CAS —> precharge ....
= cle d page Y SY
» expect the worst but why not make the row smaller?

Read and Write Sequences

!”J School of Computing
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cmd & addr bus [row acc B

bank utiization

device utilization C—

data bus AN
theo

-

row access column read precharge

cmd & addr bus [fowace| pre o
bank utilization [writo data restore| array precharge
gating |

dovice utiization N— v 76

data bus [data burst
— >

T ™

data restore
Note: % of time data bus bandwidth is utilized

time

S

column read precharge

U)

School of Computing a
University of Utah 6

Compound Commands

* DRAM evolution
= allows compound commands
» mem_ctir op and
= column read and precharge

» use when next scheduled access is to a new row
* 2 commands rather than 3

Other DDR2 Trends

* timing i ied over
t fac implicit precharge ¢
Ras P
= A
~a et
cmd & addr bus  [row ace [ead & prec| y Tow act
bank utilization datasense | bankaccess | _ _[array precharge
device utilization /O gating |
data bus time
e i
~ e i
s teaslte)  feumst
-
row access column read precharge
mj School of Computing P CcS 5780
University of Utah

o tras lockout

= Internal timer to make sure t,, Isn’t violated
» if col_rd_pch issues before data restore complete

+ device delays the implicit precharge command

» allows closed page systems to Issue col_rd_pch w/ optimistic timing
* mem_ctir doesn’t need to worry about precharge of random row access

* Posted CAS

= CAS I
» t,, - added latency to column access

d but delayed (posted) by t, cycl

+ programmed into the device
+ usually once via Inltalization commands

= XDR does same thing via CAS tag
» logs of mem_ctir flexibliity and complexity hides In this one
» 1 simplification

* MG can Issue posted CAS Inmediately after read
+ ta Is set to respect the other timing constraints once

V)

School of Computing
University of Utah
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JEDEC Posted CAS

Other Considerations

internally
delayed implicit precharge
command /

'AL

A ~ y
cmd & addr bus  [row acc |read & prec| _read & prec ! [row act
bank utilizati data sense bank access | data restore |_array precharge

¢ Until now
= view based on resource utilization & single bank timing constraints
* Reallty
= multi-bank DRAM devices & multi

» but package (DRAM die & DIMM) limitations exist
+ peak current limited
-~ remember the small pin count
+ thermal constraints
- how many banks can remain active

= enter based g p
» teaw - four bank activation window
+ time that 4 banks can be active (DDR2 and DDR3)
» ftppp - row activate to row activate delay for any DRAM device
+ limits peak current profile

* Combine to Impact minimum scheduling times

device utilization [ WOgating | i
data bus datbarst ime
Mg i ESITE ke = —
R
freo teas(tel) taunst
S S
row access column-read precharge
School of Computin,
1)) Py a CS 5780

University of Utah

!DJ School of Computing 50 CS 5780

University of Utah

Hot DRAMs & Packaging (for fun)

source: random web photos

You won’t be using these in ES designs
Heat spreaders: DDR 1st step

Fins and Fans: DDR2 and beyond

$$$ Ka-ching $$$

* Typlcally tgyrsr > tecn
. pt DDR3 where tecp = 4 cy
» so general form Is to pick the maximum

MAX(¢gypst tcco)

|- _ -l "read
T < commands to same
VO gating /O gating open bank
——-|__ data burst data burst
\ =
toas tauRst

MAX(tgpsr tccp)
0 ekl

commands to different

= open banks of same
- rank. bank i 1=

0 gating 10 gating

data burst data burst
>

time
teas faunst =

V)

School of Computing
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Read to Precharge Timing

* Burst may consist of multiple Internal bursts
= Interleaved or ph d mat for bandwidth Improvement
= tryp - read to precharge command Interval
» more general: tRTP+(N-1)*tCCD for N Intemnal bursts

= sense am?s kept open to drive multiple internal bursts through the

1/0 circultry

+t,, for posted CAS

- tEURST+ 'RTP = 'CCD

\

teco —

cmd & addr bus

read 0

+tgyrst iS due to burst from previous CAS

Internal burst length may be different from device burst length

 May need to keep row open slightly longer
here assumes fpag requirement satisfied)

bank

Lrowx open [bank access|bank nccess[
rank “m" utilization

Consecutive Reads

« Different rows same bank
= best case: tRAS elapsed and mats have been restored
= worst case: have to walt for tRAS to complete data restore phase

toupst + 'rm: " teco * the + tac

read 0 ——{_pro [rowacc]-— - read 1
[mwxepeu bank i precharge | datasense |

time

row y open - data restore _

—{ VOgaing | 10 gating
= rst ——————] databurst
L Sy Y best case
teas(tcy) toe taco
(taas *+ trp) = tac
worst case
/— tons + tap _\

:
data bus - cmd & addr [row a mﬂ» [ read0 — prec_|———
> bank “i” util. se [ row xoPen - data restore_| bunk.pmhame | data sense_| row y open - data restore |
tarp rank “m” util. uo,,.,,.,
databus —
S =
N il s time
’RAS lRP
JJ School of Computing 53 CS 5780 JJ School of Computing sa cs 5780
University of Utah University of Utah
Bank Read Conflict Consecutive Writes
* Consecutlive reads to different banks * Bank conflict - 2nd write to an Inactive row
2nd read to an Inactive row (for single DRAM chip Ignore rank = same rank - bigger delay due to tgypsy and tyy
lssues) = different rank - more overlap
* Impl if nds can be by mem_ctir = for now best case assume tg,5 has been satisfled
ap + thco s
———[row {_read 1 _
n ) town + taursT + twa + tap + tacp Bank conflict to
datasense | rowiy open- data resiore N same bank
— 0 gatin
cmd&add 2 {write 1 |
1) Bank 4" of rank |:"—'_..m.. ey rocharge | dan sonse |-~ Gamrosers
in order rank “m” utilization ating U0 gating
data bus -~ -- ata burst
—~y e
fowo fBURST  twm tre treD
temo + trp t+ tRep Bank Conflict to
tap+taco—towp ¢ reorder — A =5 different ranks
o write 1
—
cmd&addr ———— row ace ——— read 1 ra Sotpoense | dets restore
on | rank ::m utilization
T of ank data sense 1o [y open - data restore ":a':: b:s utilization - ) s 0 gating
rank “m" utilization gating -
data bus «data burst LY‘ time.
tcwo tRp tRcD
i reduced data bus idle time
JJ School of Computing o5 cs 5780 JJ School of Computing 56 cS 5780
University of Utah University of Utah
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Write After Read: Open Banks

g Ible i are to open banks

= timing trol Is by burst length
» no new timing parameter for this one - phew!

» different banks allows tighter packing

* since no new row needs to be precharged & data restore ime Is overiapped
» note this case can have a lot of In DRAM

fcas + tgursT *+ tRTRS t+ fow
A A= tewp

Write After Read: Bank Conflict

+ Different banks, bank conflict, no reordering

= best case for data already restored In old open row
» @.g. time > ty,; has passed

tcmp + tRP + tRCD
A

_ —
cmd&addr -———————1 read0 [ prec }———[rowacc}———[write 1
cmd&addr - bank “i” of rank “m” Tow X open
bank “i” of rank [array precharge| data sense | ———1 bankj access
ba data restoro {Oogeting  F—-——-—— 10 gating
ng I L_Vo ?6""9 J A= data burst | data burst
data burst sync data burst 1
T -
i Y~ i Y i
i 2 : Does not matter tehs taursT  tRTRS time tRp tRCD —»"me
W) School of Computing st Ccs 5780 W) School of Computing s s 5780
University of Utah University of Utah

Read After Write

* Open banks
= maln Issue Is the reversal of the data flow
» RAW vs. WAR
« write first Is worse since data restore time Is needed
- Inprove
- allows /O gating to be used by another command
- allows HW support for dynamic command reordering
+ controlled by tyy constraint
» shared 1/0 gating happens In both but with different timing restrictions

fowo + '3&5’ +twm Data restored into DRAM cells

cmd&addr -—— ,,

bank “i” of rank “m”

bank “j” of rank “m

=
{read1 |——-
—{_data restore

rank “m” |
data bus ---------- data burst - data burst |
Y 3
'CWD rBIJRSY time
School of Computing
W) university of Utah i Cs 5780

Write to Precharge Timing

Subtle difference

= write to read timing vs write to precharge

= due to I/0 mux gating time needed to drive the data into the sense
amps
» hence write to must
restored In the mats

walt for the data to be

tcwp + tBURST + twr

-
cmd&addr - @ """""""
bank ‘" of rank “m"”
rank “m” utilization
data bus

Data restored into DRAM cells

precharge

time

V)

School of Computing
Unlversity of Utah 60 CS 5780




Read After Write

* Bank conflict this time
. tras (data ) time has
= write recovery time must be respected
= NOTE: H there was a write buffer
» then a write commit command would be necessary

» OR retrieve from write buffer which Is not currently being done
+ s that density and cost/blt thing again

cmd&addr
bank “i” of rank “m”

read 1
| datarestors _[array precharge| data sense | row X open |

rank “m” utilization VO gating VO gating
data bus —{ databurst --- - - ~~ data burst
Lo Sy (P Ay
"y v
tewo  teumst twr trp taco
!”J School of Computing 61 CS 5780
University of Utah

Read After Write

+ Same rank, bank conflict, no reordering
= plus best case - data restore complete
* lIssues
= re-ordering will help
* many relative timing constraints In play
» O gating Is critical In this case
» min scheduling time ls:
* max (toum*tarttaco: tomwtteumsrHom)

temo + tap + tReo
A

time
— N
emdéaddr  __ @/ proc o[ Towaee |- Tead 1
bank “i” of rank “m” a
bank “j” of rank “m™ ! row X open
rank “m” utilization | VO gating
databus - -ooooooo data burst

School of Computing
University of Utah

U)

62

CS 5780

Col_Rd_&_Precharge Command

* previously
= pi after
» taunstirretocn
» #ty I I's a posted read
= unlfied read and precharge command would be the same
» but there Is an Issue of respecting tg,; data restore time
» DDR2 has additional support to delay precharge to insure tp,, req’s

read

timing

Col_Wr_Precharge Command

thas — taL thas DRAM device will
- delay implicit
=TT P recharge until
tau+ tounsr ¢ tare = foco s thning I
N ————— satisfied
cmd & addr bus read+pre| roc
bank “i" utilizati bankactivation 4 |  bankaccess precharge
rank “m” utilization /O gating
data bus —— data burst
——
column-read command fsursT time
mj School of Computing 63 CS 5780
University of Utah

¢ Tricky - well what Isn’t with DRAM?
= tras could be defined to Include reads and writes
» this Is the case here but not necessarily true In general

» on how you want the mem_ctir to be
+ BEWARE - how tg,, Is defined for the components you actually target

taL * towo + teurst * twa

S A — implicit
cmd & addr bus TOW acc | write-+prel——wwrite+ pre proc =— Precharge
bank “i” utilizati - = bank activation # }———————— data restore| precharge
rank “m” utilization 1/O gating
data bus data burst

S N J
posted B ¢ 'f
column-write cwo  feursT  twm time
mj School of Computing 6 cs 5780
University of Utah
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Additional Constraints

* Power - It’s the biggest problem as things get “hetter?”
* Rules
= first rule - things must work
= second rule - things must get faster
= third rule - devices must protect themselves
» Intel leamed this the hard way
» for DRAM this Is via timing
* Row actlvation “overfetch” In the maln culprit
= K’s of bits moved to the sense amp latches
» question Is how much of them do you use

* multi-core land Indicates a cache line
- for large num’s of cores.

= good thing if there is a lot of locality
» this is likely the common ES case
* Remember
= large current profile changes
» cause timing delays
+ bit lane Jitter depends on Vdd
+ Ohm's law V=R
- not Just a good Idea - I's the law

School of Computing

V)

Double Edged Sword

* Active power
= P,=aCVv
* non-adlabatic chargine regime
= ~.5P given off as heat
» the other half Is returned to the power supply
» Vdd varlations on the power lines are an Issue
+ also supply tolerance to high variance loads Is a design Issue
- requires over provisioning
= higher t i
* Faster Is better
= except for power since both f and a go up
» hence so does P and leakage
+ loakage Impacts resource avallabliity
+ can't ignore refresh and the 64 ms standard target

School of Computing
- - 65 JJ - - 66
University of Utah €S 5780 l' University of Utah CS 5780
Power Profiles Hence Delay 5th Row Activate
cmd&addr [row act]
——————— [ pres |
X open - data restore _|bank i precharge|
data burst |
&
52 | Quiescent \
22| Srammeedovice oument draw v a)
€8 profile due to
§£ (DLL and J/o} ] (R device activity
52 ~ e =
e time
simple read -~ - ~[data sense

e current draw "

prec | prec profile due to z5

ore _[bank1 precharge] read cycle 0 g5

data sense | _row x open - data restord,_[bank i precharge] ° 5 /
-\ {0 gating | VO gating | | current draw £ /
__ 45_@3 —————\[ data burst | data biyst profile due to £ED / i
\ \ \ read cycle 1 32 / time
a \ 4 -
E‘g \ \ Quiescent
- 3 \ current draw
8 R T of active device
£E9 i
38 i
pipelined read
School of Computin School of Computin
()] puling 67 CS 5780 ()] puting 68 CS 5780
University of Utah University of Utah
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Enter Power Driven Timing Parameters

« Limit row activation - tgrp
* # of active banks

= conflict between performance and power

= current limit Is 4 bank activation window tg,y
* both get worse as device width goes up

Summary Timing Parameters

Micron
Device Configuration [512 Mb x 4256 Mb x 8/128 Mb x 16
Bus width 4 8 16
Bank count 8 8 8
Row Count 16384 16384 8196
Column Count 2048 1024 1024
Row Size 8192 8192 16384
tRRD ns 7.5 7.5 10
tFAW 37.5 37.5 50
School of Computing
W) university of Utah & €S 5780

Parameter Description
tAL added latency to column for posted CAS
tBURST _ |data burst duration on the data bus
tCAS interval CAS and start of data return
column command delay - determined by internal burst
tcco timing
tCMD time is on bus from MC to device
.column write delay, CAS write to write data on the bus
tCwD from the MC
rolling temporal window for how long four banks can
tFAW remain active
tOoSsT interval to switch ODT control from rank to rank
tRAS row access command to data restore interval
interval between accesses to different rows in same bank
tRC = tRAS+tRP
tRCD interval row access and data ready at sense amps
tRFC interval refresh and activation commands
interval for DRAM array to be precharged for another row
tRP access
interval two row to same
tRRD DRAM device
tRTP interval a read and a precharge
tRTRS rank to rank ing time
'write recovery time - interval between end of write data
tWR burst and a precharge
interval between end of write data burst and start of a
tWTR column read

School of Computing

University of Utah 7 CS 5780

U)

Summary Minimal Timing Equations

Prev Next Rank Bank Min. Timing Notes
A A s tRC

s
A A s d tRRD plus tFAW for 5th RAS same rank
P A s d P
F A s s tRFC
A R s s tRCD-tAL  tAL=0 unless posted CAS
Max(tBURS
R R s a T, tCCD) tBURST of previous CAS, same rank
BURST+
R R d a tRTRS tBURST prev. CAS diff. rank
tcWD+
tBURST+
W R s a twiR BURST prev CASW same rank
tCWD+tBU
RST+tRTRS-
W R d a tcas BURST prev CASW diff rank
is i A w s s tRCD-tAL
This is what CASTIBUR
you really ST+RTRS-
R W a a tcwp BURST prev. CAS any rank
care about Max(tBURS
w w s a T, tCCD) tBURST prev CASW same rank.
BURST+t0
For single DRAM W W d a s tBURST prev CASW diff rank
L A P s s s
chip — ignore tAL+tBURS
T+ RTP-
rank column R P s s tcep tBURST of previous CAS, same rank
tAL+tcwD
+
BURST+tW
w P s s R BURST prev CASW same rank

F F s a
P F s a

tRFC
tRFC

Concluding Remarks

School of Computing

Unlversity of Utah ke CS 5780

V)

* Whirlwind Introduction
= point is that there are a lot of tricking timing constraints
that have to be understood to achi maximum DRAM
throughput
¢ Fortunately
= for microcontroller interfaces
» It’s ly to most of the halr away
» since you usually just want to use a DRAM chip as a way to
store a lot of data
« high locallty
+ simplified command structure If you treat It much llke an SRAM
= s0 most of this hair can be ignored
» slow ml > slow
= for reference
» typlcal DRAM datasheet from Micron Is on the class web site

rate

School of Computing

Unlversity of Utah 72 CS 5780
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